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Abstract: 

Simulations of the oxygen evolution reaction (OER) are essential for understanding the limitations of water splitting. 

Most research has focused so far on the OER at flat metal oxide surfaces. The structure sensitivity of the OER has, 

however, recently been highlighted as a promising research direction. To probe the structure sensitivity, we 

investigate the OER at eleven hematite (Fe2O3) surfaces with density functional theory + Hubbard U (DFT + U) 

calculations. The results show that the O-O coupling (O-O bond formation via two adjacent terminal Os at dual site) 

OER mechanism at the (110) surface is competing with the mechanism of OOH formation at single site. We study 

the effects of surface orientation (110 vs. 104), active surface sites (bridge vs. terminal site), presence of surface 

steps and oxygen vacancy concentration on the OER and explore strategies to reduce the OER overpotential. It is 

found that the oxygen vacancy concentration is the most effective parameter in reducing the overpotential. In 

particular, an overpotential of as low as 0.47 V is obtained for the (110) surface with an oxygen vacancy 

concentration of 1.26 vacancies/nm2. 
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The design of photoelectrodes for water splitting in 

photoelectrochemical (PEC) conversion of solar into 

chemical energy is both fundamentally and 

practically important.1-10 Hematite (α-Fe2O3) has 

emerged as a promising photoelectrode material and 

received much attention due to its suitable band gap of 

about 2.1 eV, an excellent chemical stability in a broad 

pH range, its natural abundance, nontoxicity and low 

cost.11-13 However, one main  drawback of hematite as 

an efficient photoelectrode material in PEC water 

splitting is its high oxygen evolution reaction (OER) 

overpotential. To improve the solar-to-hydrogen 

conversion, a significant reduction of the overpotential 

is urgently needed as discussed in a recent review 

paper by Zhang and Bieberle-Hütter.14 In order to 

reduce the overpotential, in-depth understanding of the 

key aspects of the OER is required. There are many 

mechanisms proposed for the OER as discussed in 

ref.14 However, common agreement has not been 

achieved yet. The interpretation of experimental 

electrochemical measurements is difficult due to the 

solid-liquid interface and the non-direct measurement 

methods for surface species, reaction rates and 

products. Advances in modeling and simulation 
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techniques allow for computational design at an 

atomistic level. 15-23  

The simulation of photoexcitation as the driving 

force of the water splitting reaction has only been 

demonstrated for small model systems.24, 25 In most of 

the literature, water decomposition at the 

semiconductor surface is viewed as an electro-catalytic 

process driven by the electrochemical potential. Most of 

the DFT calculations have been done using a solid-gas 

model.19, 26-31 DFT calculations with explicit water 

molecules have also been performed.32-34  Such models 

are more realistic to simulate the electrode-electrolyte 

interface, however, they are less common and 

computationally more expensive.32-34 The investigation 

of the OER under dark conditions with a solid-gas model 

is the first step and is therefore the main topic of this 

paper. 

Theoretical calculations on this topic have so far 

merely been focused on the hematite (0001) surface. By 

using DFT + U calculations, Liao et al.35 explored the 

effects of doping on the water oxidation reaction on the 

fully hydroxylated hematite (0001) surface. Cation 

doping was realized by substitution of Fe by Ti, Mn, Co 

and Ni; anion doping was realized by replacing O by F. 

The reaction energetics on pure and doped hematite 

surfaces were discussed. The authors found that Co- or 

Ni-doped hematite surfaces give the most 

thermodynamically favored reaction pathway. Co or Ni 

doping reduces the overpotential up to 0.15 V. In 

contrast, Ti, Mn, Si, and F doping increased the 

overpotential beyond that of pure hematite, suggesting 

Co and Ni additions are candidates to improve the 

catalytic activity of pure hematite. By doing similar 

calculations, Neufeld and Toroker29 found an 

unfavourable increase in the overpotential for oxidizing 

water at hematite (0001) surface upon platinum doping. 

Nguyen et al.31 investigated water oxidation on hematite 

(0001) with vacancies. They found that iron vacancies 

do not reduce the OER overpotential, whereas oxygen 

vacancies lower the overpotential by ~0.3 V compared 

to the defect free surface.31 More recently, Hellman et 

al.36 studied the OER on hydroxyl- and oxygen-

terminated hematite (0001) surfaces. The authors found 

that the effect of oxygen vacancies on reducing the 

overpotential depends on the surface termination. 

In summary, significant theoretical 

contributions have been made to simulate the OER at 

the hematite (0001) surface.29, 31, 35-46 However, the 

hematite thin films in PEC water splitting experiments 

are dominated by the (110) and the (104) surfaces 47 

and surface orientation dependence of the OER is 

highly feasible. A recent experimental paper nicely 

illustrated how the photocurrent density can be 

increased from 0.02 mA/cm2 to 0.65 mA/cm2 (both at 

1.55 V vs. reversible hydrogen electrode (RHE)) for 

samples fully oriented in (104) and (110) directions, 

respectively. This strong increase was attributed to 

different electron and hole mobilities in the different 

planes as well as to the oxygen terminations. 47 It should, 

however, be noted that these results refer to photo-

current measurements under illumination and are not 

merely attributed to the dark OER overpotentials. The 

relation of the OER overpotential and surface 

orientation is, however, of considerable interest and can 

be a good strategy to increase the performance of 

photo-electrode materials. 

It is desirable to have an atomistic view of the 

surface orientation/termination dependent OER 

activities on the theoretical side. In this paper we 

compare the OER at the experimentally most prominent 

surfaces of hematite, i.e. (104) and (110), respectively.  

Electrocatalytic activity and selectivity is 

determined by the properties of the catalyst surface. By 

controlling the atomic structure of the catalyst surface it 

is possible to provide new strategies to improve the 

water splitting efficiency. We investigate some 

possibilities of especially active sites for oxygen 

evolution for better activity. To explore the best 

strategies to reduce the OER overpotential at the (110) 

surface, we study the effects of active sites, presence of 

surface steps and sublayer oxygen vacancies on the 

overpotential.  

Density functional theory (DFT) calculations 

have been performed using the ab-initio total-energy 

and molecular dynamics program VASP (Vienna Ab 

initio Simulation Package) developed by the Fakultät für 
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Physik of the Universitat Wien.48-52 Since Fe2O3 

contains highly correlated 3d electrons, we chose the 

spin polarized DFT+U formalism35 due to improper 

treatment of the d-electrons with standard DFT. The U 

value of 4.3 eV for Fe was derived in the literature35 and 

has been applied to many hematite systems.16, 29 The 

Perdew−Burke−Ernzerhof (PBE) XC functional53 and 

the projected augmented wave (PAW)49, 54 potentials 

were used. Experimental PEC water oxidation is usually 

operated under high pH condition, at which the surfaces 

are deprotonated. Thus, the initial surfaces in this study 

are oxygen terminated. We use in this study a solid-gas 

model similarly as in other OER studies of hematite.29, 

31, 35 More computational details are provided in the 

supporting information.  

Several mechanisms are suggested for the 

OER from metal oxide surfaces in the literature.14 At 

present, the most widely assumed OER mechanism is 

the one proposed by Rossmeisl et al.21 This mechanism, 

focusing merely on the electrochemical steps, consists 

of four proton-coupled electron transfer steps as shown 

in Figure 1. It has become very popular and has been 

shown to predict trends for the OER quite well.14, 17, 28, 

29, 55, 56 The effect of a bias on all states involving an 

electron in the electrode is included by shifting the 

energy of this state by ∆GU = -eU, where U is the 

electrode potential relative to the standard hydrogen 

electrode.21  

 
Figure 1. Sketch of the OER mechanism according to 
Rossmeisl et al.21; S is the active surface site. 

 
Figure 2 (a) and (b) show the schematics of OH 

adsorption on two possible adsorption sites on a 

hematite (110) surface, i.e. the terminal and the bridge 

site position, respectively. Figure 2 (c-f) illustrate the 

molecular geometries with intermediate species for the 

terminal site of the hematite (110) surface. The OER at 

a bridge site of the (110) surface was also calculated 

but not shown in this figure. The images of Figure 2 (c – 

f) refer to S, S-O-H, S-O, S-O-O-H in Figure 1, 

respectively. The free energies of these four states are 

calculated to analyse the four steps shown in Figure 1. 

We use previously reported values for zero point energy 

(ZPE) correction and entropy contribution (T∆S), since 

they were previously found to be very similar between 

different oxide materials.29, 35 Kanan et al.57 compared 

the ZPE corrections of substrates MnO:ZnO, TiO2 and 

Fe2O3. The authors found that the ZPE corrections 

calculated for OER reactive species on the MnO:ZnO 

(001)57 surface are very close to those of density 

functional theory generalized gradient approximation 

(DFT-GGA) calculations for rutile TiO2 (110)19 and 

GGA+U calculations for Fe2O3 (0001)35, with 

differences below 0.07 eV.  

(a)  (b)   (c)   

(d)  (e)   (f) 

 

Figure 2. Schematic of OH adsorption on Fe2O3 (110) terminal 

(a) and bridge (b) site with the adsorbate and the active surface 

site (Fe atom) highlighted for guiding the eyes; side view of the 

molecular geometry with intermediate species, free site (c), OH 

(d), O (e), and OOH (f). 

According to the method described in ref.21 the 

oxygen evolution reaction (OER) overpotential is 

determined by  

η = max[∆Gn]/e - 1.23 [V]  [1]  

where ∆G signifies the free energy with the free 

site as the reference. n is the number of reactions 

considered in the system and ∆Gn is the free energy 

step for a single reaction.  

Figure 3 (a) and (b) show the free energy for 

the two active sites (terminal and bridge) for two surface 

orientations, i.e. (110) and (104), as a function of the 

reaction step. For the terminal site (Figure 3a), the free 
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energy is lower for the (110) orientation than for the (104) 

orientation for all intermediates. The difference is most 

pronounced for the formation of OH and O, respectively. 

The largest step size ∆G is found for both orientations 

for the formation of O; hence, the deprotonation step to 

form O is considered to be rate limiting on terminal sites. 

The OER overpotentials are 1.01 V and 0.79 V for the 

(104) and the (110) surface, respectively.  

For the bridge site (Figure 3b), the situation is 

different: the free energy for all intermediates is lower 

for the (104) orientation compared to the (110) 

orientation. Similar to the terminal site, the formation of 

O on the bridge site requires the highest energy and is 

therefore rate limiting. The overpotentials for this step 

are 0.92 V and 0.78 V for (104) and (110), respectively. 
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Figure 3. Free energy vs. reaction step for water oxidation on 

Fe2O3 (104) and (110) surfaces: a) terminal site, b) bridge site. 

In summary, for both terminal and bridge sites, 

O formation by deprotonation from OH is the limiting 

reaction in this mechanism. Independent of the site, the 

(110) surface has lower overpotential than the (104) 

surface and is, hence, more active towards the OER; no 

significant differences between the overpotentials 

between terminal and bridge site are found. This trend 

is in agreement with recent experimental 

mesurements.47 Kment et al.47 synthesised thin 

hematite films exhibiting controlled crystal orientation. 

The precise control of the synthetic conditions allowed 

fabricating hematite photo-anodes exhibiting fully 

textured structures along (110) and (104) crystal planes. 

Very different photocurrents of 0.65 mA/cm2 and 0.02 

mA/cm2 (at 1.55 V vs. RHE) were found for the (110) 

and the (104) samples, respectively.47 There is also a 

significant difference in onset potential of about 1.05 vs. 

1.55 V vs. RHE for (110) and (104), respectively. In our 

simulations, we also found that the (110) surface is 

more active than the (104) surface for the OER; 

however, the differences in the overpotentials are not 

large, 0.22 V and 0.14 V for terminal and bridge site, 

respectively. This confirms the interpretations of Kment 

at al. that the large performance differences between 

(110) and (104) surfaces are more related to difference 

in photo-absorption and/or charge transport properties 

47 than to electrochemical activation.   

The OER mechanism that we discussed in 3.1 

and 3.2 considers a process where oxygen molecules 

are formed by an associative mechanism on the anode 

via a surface -OOH intermediate. Direct recombination 

of oxygen atoms to form O2 was excluded in the 

literature21 because a large activation barrier is 

expected for this process.58 However, from our 

simulations, the O-O coupling (the bond formation 

between two adjacent terminal Os) at full O termination 

of the (110) surface is a spontaneous process. Figure 4 

shows the different geometries of a fully oxygen 

terminated hematite (110) surface: in the initial 

geometry two O atoms are separately bonded to Fe 

atoms; after spontaneous O-O coupling, the final 

geometry is reached and the two O atoms are bonded. 

Such spontaneous O-O formation has also been 

reported on the hematite (0001) surface by Nguyen et 

al.38  
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Figure 4. The initial (a) and final (b) geometry of the fully 

oxygen terminated hematite (110) surface.  

Considering spontaneous O-O formation, we 

explore the OER mechanism of O-O formation via two 

adjacent terminal O atoms, i.e. the OER occurs at dual 

sites. This is in contrast to the mechanism used in 3.1 

and 3.2. OER mechanisms with two or more sites have 

been proposed in many studies.12, 14, 59-63 For instance, 

using in-situ infrared (IR) adsorbed spectroscopy, 

Nakamura et al. claimed the occurrence of surface OO 

and OOH species.59, 60 They proposed a mechanism of 

nucleophilic attack combined with oxidation that is 

intermediated by holes, followed by the coupling of −OH 

groups adsorbed on the surface (TiO2). 59, 60 Recently, 

Formal and co-workers12 presented an experimental 

study with the first rate law analysis of photo-induced 

water oxidation on a photoanode surface. Using photo-

induced absorption spectroscopy and step on/off photo 

current measurements, they suggest two possible 

mechanisms (single site and O-O coupling on dual site) 

of water oxidation on a hematite surface at high pH. 12  

In general, we can imagine two reaction paths 

for the O-O coupling. The difference between the two is 

the sequence of the second water addition (see Figure 

5). In mechanism 1 (M1), the second water addition 

occurs after the first deprotonation. In mechanism 2 

(M2), in contrast, the second water addition is before the 

first deprotonation. 

 

 

 

 

Figure 5. Sketch of OER O-O coupling mechanism 1 (M1, top) 

and mechanism 2 (M2, bottom). 

Figure 6 shows the free energy profile of the 

two O-O coupling mechanisms M1 and M2 as sketched 

in Figure 5. All calculated free energies are the same 

except of the second step which is the formation of O in 

M1 and the formation of OH + OH in M2. In M1, the rate 

limiting step is the third step (formation of OH + O,  = 

0.85 V), whereas it is the second step (formation of OH 

+ OH,  = 0.79 V) in M2. Hence, the rate limiting step, 

i.e. the overpotential, is lower for M2 compared to M1 

and it refers two different reactions. The overpotential of 

dual site M2 (0.79 V) is the same as for the terminal 

single site mechanism on the (110) surface, although 

the rate limiting reactions are different, formation of OH 

+ OH and O, for dual site and single site respectively.  

Therefore, the O-O coupling mechanism M2 at hematite 

(110) surface is also a possible mechanism and is 

competing with the mechanism of OOH formation 

(Figure 1).21 
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Figure 6. Free energy versus reaction step for the two O-O 

coupling mechanism on the (110) surface. M1 refers to the 

mechanism shown in the top part of Figure 5, with the third step 

being rate limiting. M2 refers to the mechanism shown in the 

bottom part of Figure 5, with the second step being rate limiting. 

While structure sensitivity, particularly the 

presence of surface steps, of chemical reactions was 

found to be very important for metal surfaces,64, 65 it has 
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been investigated significantly less for metal oxides.66 It 

is therefore important to investigate the effects of 

surface steps on the OER activities. Figure 9 shows a 

surface step at a hematite (110) surface. The OER at 

the adsorption sites of the lower (Figure 7a) and upper 

edge (Figure 7b) are calculated based on the 

mechanism discussed in chapter 3.1.21 Figure 8 shows 

the free energy versus reaction step of the OER on the 

flat surface, the lower step edge, and the upper step 

edge. Overall, the differences in free energy are rather 

small. For all geometries, the rate limiting reaction is the 

formation of O. It is found that the overpotential 

decreases for the lower step edge ( = 0.74 V) 

compared to the flat surface ( = 0.79 V), whereas it 

increases at the upper step edge ( = 0.82 V). This is 

attributed to destabilization of OH with respect to O at 

the lower step edge, which reduces the limiting free 

energy step (∆G2). By contrast, at the upper step edge 

O is destabilized with respect to OH which leads to a 

different situation and results in an increase of the 

overpotential.  

 

(a)     (b)  

Figure 7. OH adsorption at step edge of (110) surface: a) 

adsorption at lower step edge; b) adsorption at upper step edge. 
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Figure 8. Free energy versus reaction step of the OER on flat 

surface, lower step edge and upper step edge of (110) 

hematite surface. 

Nguyen et al. investigated water oxidation on 

defective hematite (0001) surfaces by similar 

simulations as carried out in this study.31 The point 

defects include Fe and O vacancies. They found that Fe 

vacancies do not reduce the OER overpotential, 

whereas O vacancies do lower the overpotential.31 More 

recently, Hellman et al.36 found that the effect of oxygen 

vacancies of reducing the overpotential depends on the 

surface termination. The authors studied water 

oxidation on the hydroxyl- and oxygen-terminated 

hematite (0001) surface. The water oxidation onset 

potential (1.23 V + overpotential) was determined to be 

1.79 V and 2.09 V vs. the RHE for the pristine hydroxyl- 

and oxygen-terminated hematite, respectively. Hence, 

without vacancies hydroxyl terminated surface have a 

lower overpotential towards the OER. The presence of 

oxygen vacancies, however, resulted in pronounced 

shifts of the onset potential to 3.09 V and 1.83 V, 

respectively. Hence, for the hydroxyl terminated surface, 

the overpotential increases, while it decreases for the 

oxygen terminated surface. The authors concluded that 

electrochemical water oxidation on hematite (0001) is 

most favorable on the oxygen-terminated surface 

containing oxygen vacancies.36  

Here, we study the effect of oxygen vacancies 

in the hematite (110) surface as this is believed to be 

the most active surface in PEC water splitting of 

hematite thin films.47 We introduce three different 

concentrations of oxygen vacancies. The oxygen 

vacancy systems are constructed based on (110) 

surfaces as shown in Figure 9. In each system, an 

oxygen atom (shown in yellow) in a sub-surface layer is 

removed to create a vacancy. The highest 

concentration is shown in Figure 9 (a) (2.52 

vacancies/nm2). By increasing the size of the system to 

two and four times larger, oxygen vacancy 

concentration lowers two (1.26 vacancies/nm2) and four 

(0.63 vacancies/nm2) times, respectively (Figure 9 (b,c)). 

(a) (b) (c)  

Figure 9. Top view molecular geometries of the hematite (110) 

surface: The O (in yellow) is removed to form an oxygen 

sublayer vacancy. The system size increases from (a) to (b) to 

(c). Thus, the concentration of oxygen vacancies per area 

decreases. The surface areas are 39.9, 79.8 and 159.6 Å2 for 

(a), (b), and (c) respectively. 
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The free energy plots of the three oxygen 

vacancy systems are shown in Figure 10. Significant 

differences of the free energies as a function of the 

vacancy concentration are found. The rate limiting step 

is again for all geometries the second step (formation of 

O). The relative stability of OH and O for the three 

oxygen vacancies concentrations are different. 

Compared to the ideal surface without vacancies, 

oxygen vacancy concentrations of 2.52 vacancies/nm2 

and 0.63 vacancies/nm2 stabilize both OH and O 

species. Thus, the overpotential does not change 

significantly. An oxygen vacancy concentration of 1.26 

vacancies/nm2, however, destabilizes OH, while 

keeping O state almost unchanged. This results in a 

very low overpotential of 0.47 V. This is, to our best 

knowledge, the lowest overpotential for any Fe2O3 

surface reported by theoretical studies in the literature 

up to now. 
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Figure 10. Free energy versus reaction step of the OER as a 

function of the oxygen vacancy concentration of the (110) 

surface. 

Figure 11 summarizes the overpotentials as a 

function of oxygen vacancy concentration as calculated 

in Figure 10 for the hematite (110) surface. The data of 

Nguyen et al.31 and Hellman et al.36 for the hematite 

(0001) surface are included for comparison. The levels 

of theory are similar for all simulations. From Figure 11, 

we can see that the (110) surface without vacancies has 

a lower overpotential than the corresponding (0001) 

surface and is, hence, more active towards OER. With 

increasing oxygen vacancy concentration, the 

overpotential decreases. The same trend was observed 

by Nguyen et al.31 After a minimum overpotential at a 

concentration of 1.26 vacancies/nm2, the overpotential 

increases again. This is also in agreement with the data 

of Hellman et al.36 Therefore, a lowest overpotential of 

0.47 V is obtained with an optimal oxygen vacancy 

concentration of 1.26 vacancies/nm2.  
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Figure 13. Calculated OER overpotential for the hematite (110) 

surface as a function of oxygen vacancy concentration. The 

literature values for the hematite (0001) surface31, 36 are shown 

for comparison.  

Table 1 summarizes all calculated 

overpotentials and rate limiting reactions in this study. 

Although the (110) and (104) orientations were found to 

have very different experimental PEC activities,47 the 

calculated results show that the difference in 

electrochemical OER overpotentials is insignificant. The 

lower step edge is more active than the upper step edge 

and flat surface due to a lower overpotential. The best 

strategy to reduce the overpotential and to enhance the 

activity for OER was found to be creating oxygen 

vacancies. The lowest overpotential of 0.47 V (as 

highlighted in red in Table 1) was found for an oxygen 

vacancy concentration of 1.26 vacancies/nm2. It is 

noteworthy that the rate limiting reaction for the single 

site mechanism is the deprotonation of OH to form O, 

while the rate limiting reaction for the dual site 

mechanisms is water addition to form OH. 

Table 1. Calculated OER overpotential for different hematite 

surfaces. The lowest overpotential is found for the (110) 

surfaces with an oxygen vacancy concentration of 1.26 

vacancies/nm2; it is highlighted in red. 
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Surface sites Overpotential Limiting 

reaction 

(104) terminal 1.01 V Formation 

of O 

(104) bridge 0.92 V Formation 

of O 

(110) terminal 0.79 V Formation 

of O 

(110) bridge 0.78 V Formation 

of O 

O-O coupling (M1) 0.85 V Formation 

of O+OH 

O-O coupling (M2) 0.79 V Formation 

of OH+OH 

(110) upper step edge 0.82 V Formation 

of O 

(110) lower step edge 0.74 V Formation 

of O 

(110) oxygen vacancy 

(0.63 vacancies/nm2) 

0.67 V Formation 

of O 

(110) oxygen vacancy 

(1.26 vacancies/nm2) 

0.47 V Formation 

of O 

(110) oxygen vacancy 

(2.52vacancies/nm2) 

0.67 V Formation 

of O 

 

DFT + U calculations have been performed to 

investigate the electrochemical OER overpotential at 

hematite (Fe2O3) surfaces and to explore the strategies 

to reduce it. It is found that the oxygen bridge site 

configuration is slightly more active than the terminal 

site (lower overpotential). The (110) surface is more 

active than the (104) surface. Interestingly, the rate 

limiting reactions are found to be dependent on OER 

mechanisms. Independent of surface orientation and 

surface structure, the rate limiting reaction for the single 

site mechanism is the deprotonation of OH to form O. 

For the dual site mechanism (O-O coupling) it is the 

water addition to form OH. Furthermore, the dual site 

mechanism at the (110) surface is competing with the 

single site mechanism. Concerning surface steps, no 

significant differences in the OER overpotentials are 

found between flat and stepped surfaces. The by far 

most efficient way to reduce the overpotential is to 

control the concentration of oxygen vacancies. An OER 

overpotential as low as 0.47 V was obtained for an 

optimal oxygen vacancy concentration of 1.26 

vacancies/nm2. This is the lowest overpotential ever 

mentioned by theoretical studies for Fe2O3. Future work 

will be carried out to calculate the kinetics of water 

splitting reactions using a solid-liquid model.  
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