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Abstract: 

The sensitivity of the surface orientation on photoelectrochemical water oxidation has recently been reported by 

experimental studies. However, a detailed theoretical understanding is still missing. Density functional theory + 

Hubbard U (DFT + U) calculations are therefore carried out in order to investigate the oxygen evolution reaction 

(OER) on hematite (Fe2O3) surfaces for five surface orientations, namely (100), (210), (101), (021) and (211). The 

free energies of four proton coupled electron transfer (PCET) steps and the OER overpotential were calculated and 

the trend in activity is analysed. For the (100) orientation, two adsorbate-adsorbate distances were studied. 

Interestingly, a very low overpotential of 0.52 V was found for the (100) surface with bridge site (adsorbate on a 

bridge of two Fe atoms) configuration benefited from adsorbate-adsorbate interactions.  

 

 

I. INTRODUCTION 

Photoelectrochemical (PEC) solar fuel 

production is a promising long-term technology pathway 

towards low greenhouse gas emissions.1-5 In the PEC 

process, water is split into hydrogen and oxygen with 

the help of sunlight and catalytically active 

semiconductors, the photoelectrodes.6, 7 The water 

oxidation at the photoelectrode is called oxygen 

evolution reaction (OER). In the field of PEC water 

splitting, the current research strongly focuses on the 

OER, because it accounts for most of the overpotential  

required to drive water splitting owing to the four-

electron process that is more complicated and energy 

required than the hydrogen evolution.6-9 Therefore, we 

focus in this paper on the OER and will study the OER 

on the photoelectrode material hematite (α-Fe2O3). 

Hematite has emerged as a promising photoelectrode 

material for PEC water splitting and received much 

attention due to its suitable band gap of about 2.1 eV, 

an excellent chemical stability, its natural abundance, 

nontoxicity, and low cost.3, 10, 11 However, the high OER 

overpotential3 limits its application as PEC material.12  It 

is therefore necessary to search for the most active 

hematite surface orientations towards OER for 

improving the solar-to-hydrogen conversion efficiency. 

The simulation of photoexcitation as the driving force of 

the water splitting reaction has only been demonstrated 

for small model systems so far.13, 14 In most of the 

literature, water decomposition at the semiconductor 

surface is viewed in theoretical studies as an electro-

catalytic process driven by the electrochemical potential. 
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Thus, we use the approach developed in the literature 

for investigation of electrochemical water oxidation.8 

Strategies to increase the solar-to-fuel-

conversion efficiency have been proposed, such as 

controlling of thin film thickness,5, 15 doping,16 

nanostructures,17, 18 and altering the surface 

orientation.19 Computational design at atomistic level 

can be achieved by the modern quantum chemical 

methods.6-9 The effects of doping by Ti, Mn, Co, Ni, and 

Pt on the OER overpotential have been investigated by 

Liao et al.20 and Neufeld et al.21 Co and Ni were 

predicted as effective dopants for electrocatalysis of 

water.20 Nguyen et al.22, Hellman et al.23,  and Toroker 

et al.,24 investigated water oxidation on hematite (0001) 

with vacancies.24 More recently, Zhang et al.25 reported 

an overpotential of as low as 0.47 V for the hematite 

(110) surface with an oxygen vacancy concentration of 

1.26 vacancies/nm2. Neufeld and Toroker 26 studied the 

role of an Al2O3 overlayer on Fe2O3 for water splitting.26 

An improved water oxidation was found due to the 

decrease in the work function of α-Fe2O3 upon α-Al2O3 

coverage that aids in extracting electrons during the 

water oxidation reaction.26 

The search for active surface orientation has 

attracted many researchers recently.19 Kment et al.19 

synthesised thin hematite films exhibiting controlled 

crystal orientation. The precise control of the synthetic 

conditions allows fabricating hematite photo-anodes 

exhibiting fully textured surfaces along (110) and (104) 

crystal planes. Very different photocurrents of 0.65 

mA/cm2 and 0.02 mA/cm2 (at 1.55 V vs. RHE) were 

found for the (110) and the (104) orientations, 

respectively.19 The difference in performance was 

related to the different electron and hole mobilities and 

different surface termination of the different orientations. 

There is also a significant difference in onset potential 

of about 1.05 V vs. 1.55 V vs. RHE for (110) and (104), 

respectively.  

More recently, Density Functional Theory (DFT) 

calculations by Zhang et al.25 showed that the (110) 

surface is more active than the (104) surface for the 

OER; however, the difference in overpotential is not 

large. This confirms the interpretations of Kment at al. 

that the large differences in performance between (110) 

and (104) surfaces are more related to the difference in 

photo-absorption and/or charge transport properties 19 

than to electrochemical activation. The anisotropic 

conductivity of hematite has also been demonstrated by 

other literature.27, 28 There are many other surface 

orientations in the synthesised hematite electrode.29-31 

It is thus valuable to search for more active surface 

orientations for lowering the OER overpotential. 

Significant theoretical contributions have been 

made to simulate the OER on the hematite (0001) 

surface.20-24, 26, 32-39 Although the orientation 

dependence of OER activity for (110) and (104) 

surfaces has been investigated by Zhang et al.,25 to our 

best knowledge, detailed computational analysing of the 

orientation dependent OER on hematite is still missing. 

From the intensity of XRD, the most dominant surface 

orientations are (110) and (104).19, 29 However, none of 

the surface orientations were found very promising for 

OER by DFT calculations.25 Therefore, the aim of this 

study is to calculate the overpotentials of less dominant 

surface orientations in order to find highly 

electrochemically active surfaces in the hematite 

structure. 

With different surface orientations, there is a 

different density of atoms and voids the surface and also 

the electronic structure changes due to different 

distances and between the atoms. Therefore the 

species have different stability on the surfaces with 

different orientation. The relative stability of 

intermediate species varies the free energy steps. This 

will results in different OER activities. In this study, we 

focus on DFT + U calculations of the OER activities of 

the five hematite surface orientations, (100), (210), 

(101), (021), and (211), respectively. 

 

II. METHOD 

            Density Functional Theory (DFT) calculations 

have been performed using the ab-initio total-energy 

and molecular dynamics program VASP (Vienna Ab 

initio Simulation Package) developed by the Fakultät für 

Physik of the Universitat Wien.40-43 Since Fe2O3 

contains highly correlated 3d electrons, we chose the 

spin polarized DFT+U formalism20 due to improper 

treatment of the d-electrons with standard DFT. The U 
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value of 4.3 eV for Fe was derived in the literature20 and 

has been applied to many hematite systems.9, 21, 25 The 

Perdew−Burke−Ernzerhof (PBE) XC functional44 and 

the projected augmented wave (PAW)40, 45 potentials 

were used. We use in this study a solid-gas model 

similarly as in other OER studies of hematite.20-22 More 

computational details are provided in the supporting 

information.  

III. RESULTS AND DISCUSSION  

Surface Structures and Electrochemical Model 

To study the orientation effect on the OER 

activity, five surface orientations were built from 

optimized bulk crystal structures, namely, (100), (210), 

(101), (021) and (211). The detailed information of the 

geometries can be found in the supporting information. 

The intermediate species can be adsorbed at two 

different adsorption sites, terminal (an O is bonded to 

one Fe atom) or bridge (an O is bonded to two Fe atoms) 

site. Detailed information about these two adsorption 

sites is given in  ref.25 In Figure 1, the (100) hematite 

surface is shown as an example with the free surface 

site (*) and the adsorbed intermediate species, OH, O, 

and OOH, respectively, at the bridge site. The active 

sites are indicated by green circles. 

 

Figure 1. Examples of the (100) hematite surfaces with 

different intermediate species adsorbed at the bridge 

site; free surface site * (a), OH (b), O (c), OOH (d), 

respectively. The dashed lines (light green) show the 

position of the active site. 

Several reaction mechanisms were proposed 

for the OER on metal oxide surfaces in the literature.7 In 

our study, we follow the widely-used OER mechanism 

proposed by Rossmeisl et al.8 This mechanism consists 

of four proton-coupled electron transfer (PCET) steps 

as illustrated by eq.(1-4). In this mechanism, the water 

adsorption and first PCET step have been combined. In 

this first combined step, the overall reaction is the 

adsorption and dissociation of a water molecule over a 

free site. Liao et al.20 included the water adsorption step 

separately in their studies on hematite (0001) surface 

and found that much less energy is required for the 

adsorption than for the electrochemical steps; water 

adsorption is therefore also not considered separately 

in this study. This mechanism has become very popular 

and has been shown to predict trends for the OER quite 

well.4, 7, 21, 46-50 The effect of a bias on all states involving 

an electron in the electrode is included by shifting the 

energy of this state by ∆GU = -eU, where U is the 

electrode potential relative to the standard hydrogen 

electrode.8 The four PCET steps are, 

H2O + *  HO* + H+ + e-       (1) 

HO*  O* + H+ + e-                              (2) 

H2O + O*  HOO* + H+ + e-                   (3) 

HOO*  * + O2 + H+ + e-   (4) 

The reaction free energies under an applied potential 

U are calculated as follows. 

∆𝐺1 = 𝐸(∗ OH) − 𝐸(∗) − 𝐸H2O +
1

2
𝐸H2

+ (∆𝑍𝑃𝐸 −

𝑇∆𝑆)1 − 𝑒𝑈              (5) 

∆𝐺2 = 𝐸(∗ O) − 𝐸(∗ OH) +
1

2
𝐸H2

+ (∆𝑍𝑃𝐸 − 𝑇∆𝑆)2 − 𝑒𝑈

              (6) 

∆𝐺3 = 𝐸(∗ OOH) − 𝐸(∗ O) − 𝐸H2O +
1

2
𝐸H2

+ (∆𝑍𝑃𝐸 −

𝑇∆𝑆)3 − 𝑒𝑈  (7) 

∆𝐺4 = 𝐸(∗) − 𝐸(∗ OOH) + 𝐸O2
+

1

2
𝐸H2

+ (∆𝑍𝑃𝐸 −

𝑇∆𝑆)4 − 𝑒𝑈  (8) 

∆Gn are the free energy steps corresponding to the 

reactions shown in eq. (1-4). ∆ZPE is the difference in 

zero point energies due to the reaction, ∆S is the 

change in entropy. More details on the calculation of the 

energies is given in the supporting information. 

Surface Orientations 

Figure 2 shows the free energy profiles of the 

four PCET steps for the five surface orientations, (100) 

on bridge site, (210) on terminal site, (101) on bridge 

site, (021) on bridge site, and (211) on terminal site, 

respectively, which were calculated by using the 

approach developed by Rossmeisl and Norskov et al.8 
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The choice of the active site is based on the stability of 

the intermediate species and availability of the active 

site. The bridge site is usually more stable. However, 

this requires both Fe atoms that form the bridge 

available simultaneously. There are more available 

reaction site if the terminal site is stable. Thus, the first 

choice is a terminal site. If the terminal site is not stable, 

then the we choose bridge site. In Figure 2 (a), the free 

energy profiles of hematite (100) at three different 

potentials (U = 0, U = 1.23, and U = 2.02 V) are shown. 

At U = 0 V, all steps are uphill. To drive the OER process, 

each step must be supplied with a sufficient applied 

voltage. The effect of a bias is included by shifting the 

energy of this step by -eU. At standard equilibrium 

potential for oxygen evolution (U = 1.23 V), some of the 

steps become downhill but some still remain uphill, i.e. 

the O formation (∆G2) and the OOH formation (∆G3). In 

order to split water and produce O2, all steps need to be 

downhill; hence, a higher potential than the ideal 1.23 V 

have to be applied. This potential is called the 

overpotential. The largest step is the OOH formation 

(∆G3 = 2.02 V).  Thus, at U = 2.02 V, ∆G3 = 0; all the 

other steps became downhill, which means that an 

electrochemical overpotential (η) of 0.79 V (η = 2.02 - 

1.23 V) is found for this surface. In general, the 

overpotential for a specific surface is calculated as 

follows  

η =
max[∆𝐺1, ∆𝐺2 , ∆𝐺3, ∆𝐺4]

𝑒
- 1.23[V]  (9) 

The free energies of the intermediates on 

terminal site of hematite (210) surface at three different 

potentials (U = 0, U = 1.23, and U = 2.03 V) are shown 

in Figure 2 (b). The potential determining step is the 

formation of O with ∆G2 = 2.03 V. The overpotential is 

thus 0.80 V, which is similar to that of the (100) surface.  

The free energies of the intermediates on 

hematite (101), (021) and (211) surfaces at different 

potentials are shown in Figure 2 (c-e). These surfaces 

have the common potential determining step (formation 

of O) and higher overpotential than (100) and (210) 

surfaces, 0.94 V, 1.00 V and 1.47 V for (101), (021) and 

(211) surfaces respectively. Therefore, the calculations 

suggest that hematite (101), (021) and (211) surfaces 

are not active for OER. 
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Figure 2.  The free energy diagrams of the intermediates 

on hematite a) (100), b) (210), c) (101), d) (021), and e) 

(211) at different potentials U = 0 V, U = 1.23 V, and U 

= 2.02 V, 2.03 V, 2.17 V, 2.23 V and 2.70 V for (100), 

(210), (101), (021), and (211). The different potentials 

are applied due to different overpotentials for these 

surfaces. The purple shaded fields are marked for 

guiding the eyes for the potential determining steps.  

Hematite (100) and (210) surfaces are similar 

in the overpotential with (110) surface (η = 0.79 V), 

which was studied recently in the literature.25 Therefore, 

we compare their OER free energy profiles in Figure 3. 

The potential determining step for the (100) surface is 

the OOH formation. However, the O formation is 

potential determining for (110) and (210) surfaces. Thus, 

the relative stability of intermediate species are different 

although the overpotentials are similar. From Figure 3, 

we can see that the largest difference between the three 

orientations is the formation of O. O is significantly 

stabilized on (100) surface, which results in a large ∆G3, 

meaning the OOH formation is potential determining. 

Both OH and O are destabilised on (210) and (110) 

surfaces with respect to the (100) surface. Thus, their 

potential determining step is the same (the O formation) 

and the overpotentials are similar (0.80 and 0.79 V). 
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Figure 3.  Free energy diagram of the intermediates on 

hematite (100), (210), and (110) surfaces at U = 0. For 

comparison, the free energies of OER species on 

hematite (110) surface from the literature25 are included. 

 

Adsorbate-adsorbate Interaction 

So far, the (100) surface has been found more 

active than the other four surface orientations studied in 

this work. We choose (100) surface to study the effect 

of adsorbate-adsorbate interaction on OER activity.  In 

the case of the (100) surface the adsorbate distance 

was 10.19 Å (Figure 4 (a)). No interaction of the 

adsorbates at this long distance is expected. We 

reduced the cell of (100) by half and name this geometry 

(100)L (Figure 4 (b)). The adsorbate-adsorbate distance 

is 5.10 for (100)L. The free energy profile of (100)L at 

different potentials (U = 0, 1.23 and 1.75 V) are 

calculated in Figure 5 (a). The potential determining 

step is the O formation with an overpotential of 0.52 V. 

The OER activity of (100) and (100)L are compared in 

Figure 5 (b). It is found that the overpotential is 0.27 V 

lower than the overpotential for the (100) surface (0.79 

V). This strongly indicates the influence of adsorbate-

adsorbate interactions. The same trend was found in the 

literature.20 Liao et al. compared the OER at (1 × 1) and 

(2 × 2) slabs of hematite (0001) surface. The authors 

found a difference of 0.2 V in overpotential, 1.82 vs. 2.02 

V for (1 × 1) and (2 × 2), respectively. The lateral cell 

size is also 5.10 Å for the (1 × 1) slab. This implies that 

the adsorbate-adsorbate interaction of adsorbates for 

OER becomes important within 5.10 Å. The larger 
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molecules (OH and OOH) contribute more to the 

adsorbate-adsorbate interaction. Therefore, the change 

in the energy of O is very small compared to OH and 

OOH as shown in Figure 5 (b). Both OH and OOH states 

of (100)L are shifted to lower free energies with respect 

to (100) surface. This increases ∆G2 and decreases ∆G3 

relatively to (100) surface. Therefore, the potential 

determining steps are different for the two surfaces. It is 

noteworthy that the difference between ∆G2 (1.75 V) and 

∆G3 (1.64 V) of (100)L is small. It was found that the 

binding energies ∆GOOH and ∆GOH generally differ by 

about 3.2 eV (∆G2 + ∆G3) for both metals and some 

oxides.4, 51 Therefore, an optimal balance between ∆G2 

and ∆G3 reduces the overpotential and thus makes 

(100)L surface active for OER. The adsorbate-adsorbate 

interaction favours the OER by stabilizing of both OH 

and OOH. In the real system, the neighbouring sites of 

the reaction site are supposed to be occupied by 

adsorbates. We expect the adsorbate-adsorbate 

interaction. Therefore, it should be considered in the 

simulations of the OER. 

 

Figure 4. Top view of geometries of two simulation 

cells of  a) the(100) surfaces and b) the (100)L surface. 

The active sites are indicated by circles. The distance 

between two adsorbate site is indicated. 
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Figure 5.  (a) The free energies of the intermediates on 

hematite (100)L at three different potentials (U = 0, U = 

1.23, and U = 1.75 V). The region marked purple shows 

the potential determining step, i.e., from OH to O. (b) 

Comparison of free energies between (100)L and (100).  

Overpotential Trend 

In Table 1, we summarize the calculated 

overpotential and the potential determining reactions of 

the systems studied in this work and compare it to the 

literature.20, 22, 25 All calculations were performed with a 

similar level of theory. We did not refer to experimental 

values, because a direct quantitative comparison 

between the theoretical and experimental 

overpotentials cannot be made due to limitations on 

both sides as indicated by Valdes et al.4 and Man et al.52 

Theoretical calculations usually do not take into account 

effects of electric field and surface charges. Also, proton 

transfer barriers are not included. All these effects are 

very important for the absolute rate of the reaction.8 

Furthermore, the experiments were performed using 

electrodes with oxide nanoparticles, for which the 

effective surface area is often unknown or not 

reported.52  Therefore, we study the trend in the OER 

activities here. The overpotential increase from above 

to below in Table 1. We can see that the overpotential 

changes sensitively with the orientation. The lowest 

overpotential of 0.52 V is found for bridge site (100)L 
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surface, which is more active for OER than the other 

surfaces. The highest overpotential is found for (211) 

surface (1.47 V). For most of the systems, the potential 

determining reaction is the formation of O. In the 

experiment, the (110) and (104) are the most prominent 

orientations.19 The (110) was found more active than 

the (104) orientation.19, 25 Interestingly, we found that 

(100) orientation is also active for OER. 

 

Table 1. Summary of OER overpotentials and potential 

determining reactions for different orientations of 

hematite surfaces. The overpotential decrease from 

above to below. The surfaces are O-terminated unless 

indicated. 

 

Figure 6 shows the activity trend for oxygen 

evolution according to the six hematite surfaces which 

were studied. The overpotential is plotted as negative 

value as a function of the energy step ∆GO-∆GOH. An 

overpotential of zero signifies that the reaction 

mechanism is not electrochemically hindered. With the 

data simulated in this study, a volcano plot is found with 

the (100)L surface as the top of the volcano. This means 

that the (100)L surface shows the best OER activity with 

an overpotential as low as 0.52 V. For all surface on the 

right side of the volcano, the O formation is potential 

determining. Only the (100) surface is located at the left 

side of the volcano plot. The  OOH formation is the 

potential determining step. The literature values are 

shown in the marked region, 20, 23, 25  which is at the right 

side, indicating the O formation potential determining. 
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Figure 6. Volcano plot of the activity trends for oxygen 

evolution on hematite surfaces. The negative value of 

calculated overpotential is plotted against the energy 

step of ∆GO-∆GOH. The literature values20, 23, 25 are 

located in the marked region.  The red arrow shows the 

difference between the peak of the volcano (the lowest 

overpotential) and the zero line (ideal catalyst). 

Stability vs. Activity 

 We discuss in this section the stability of the 

five surfaces that were considered before by comparing 

their surface energies. Surface energy is the energy 

required to create one unit of surface area, which is a 

function of the difference between the energies of 

before and after the surface formation. The surface 

energy 𝛾 is calculated from the following equation,53, 54 

𝛾 =
𝐸𝑠𝑙𝑎𝑏−𝑁×𝐸𝑏𝑢𝑙𝑘

2𝐴
 (10) 

Where 𝐸𝑠𝑙𝑎𝑏 is the total energy of slab (the slab includes 

the molecular geometry of the surface created and 

vacuum). 𝑁 is the number of Fe2O3 units in the slab. 

𝐸𝑏𝑢𝑙𝑘  is the bulk energy per Fe2O3 unit. 𝐴is the exposed 

surface area. The slab has two surfaces and they are of 

the same type which is reflected by the number 2 in the 

denominator.54 Table 2 lists the surface orientations 

calculated in this study with the calculated surface 

energies. The (100) surface has the lowest surface 

energy and is therefore the most stable surface. It is 

also the most active surface for OER as discussed 

above. However, in general, the stability does not follow 

the OER activity trend. The (210) surface is more active 

Surface sites Overpotential 

Potential  
determining 
reaction 

(100)L, bridge 0.52 V Formation of O 
(0001), bridge, OH-
terminated20 0.77 V Formation of O 

(110), bridge ref.25  0.78 V Formation of O 

(110), terminal ref.25  0.79 V Formation of O 

(100), bridge  0.79 V 
Formation of 
OOH 

(210), terminal 0.80 V Formation of O 

(0001), bridge22 0.82 V Formation of O 

(104), bridge ref.25  0.92 V Formation of O 

(101), bridge 0.94 V Formation of O 

(021), bridge 1.00 V Formation of O 

(104), terminal ref.25  1.01 V Formation of O 

(211), terminal 1.47 V Formation of O 
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than the (211), (021) and (101) surfaces according to 

Figure 6, however it is not stable due to a high surface 

energy. The surface energy of 1.72 J/m2 of the (100) 

surface is comparable with that of Fe2O3 (0001) surface, 

which is commonly believed as a stable surface.20, 54 

Wasserman et al.54 reported the surface energies of 

1.64 J/m2 and 2.00 J/m2 for (0001) and (012) surfaces, 

respectively. We can conclude that the (100) surface is 

the most stable and most active surface for OER among 

the five surfaces studied in this work. 

Table 2. Surface energies of the different surface 

orientations studied in this work. 

Surface orientation Surface energy (J/m2) 

(100) 1.72 

(211) 1.99 

(210) 2.30 

(021) 2.42 

(101) 2.67 

 

IV. CONCLUSIONS 

DFT + U calculations have been performed to 

investigate the OER activities depending on the 

orientation of Fe2O3 surfaces. Five different hematite 

surface orientations have been studied. The calculated 

results show that the difference between the lowest and 

highest overpotential is 0.95 V. This proves a strong 

sensitivity of the OER activity on the surface orientation. 

The surface energies of the five surface are calculated. 

The (100) and (210) surfaces are more active than the 

other surfaces studied due to lower OER overpotentials, 

0.79 V and 0.80 V, respectively, however the (210) 

surface is less stable due to a higher surface energy. 

The (100) surface is the most stable and most active 

surface for OER among the five surfaces considered in 

this study. The O formation is the potential determining 

step for most of the studied hematite surfaces. The 

lowest overpotential of 0.52 V is found for (100)L 

benefited from adsorbate-adsorbate interactions. The 

adsorbate-adsorbate interactions of adsorbed OER 

intermediate species play an important role within 5.10 

Å. Therefore, the future calculations of OER should 

consider the adsorbate-adsorbate interactions. 
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