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Abstract

The first experimental demonstration that fast ion induced stabilization of thermal turbulent transport
takes place also at low values of plasma toroidal rotation has been obtained in JET ILW (ITER-Like Wall)
L-mode plasmas with high (3He)-D ICRH (Ion Cyclotron Resonance Heating) power. A reduction of the
gyro-Bohm normalized ion heat flux and higher values of the normalized ion temperature gradient have
been observed at high ICRH power and low NBI (Neutral Beam Injection) power and plasma rotation.
Gyrokinetic simulations indicate that ITG (Ion Temperature Gradient) turbulence stabilization induced
by the presence of high-energetic 3He ions is the key mechanism in order to explain the experimental
observations. Two main mechanisms have been identified to be responsible for the turbulence stabilization:
a linear electrostatic wave-fast particle resonance mechanism and a nonlinear electromagnetic mechanism.
The dependence of the stabilization on the 3He distribution function has also been studied.

1 Introduction

In JET C-Wall L-mode plasmas with high Neutral Beam Injection (NBI) power and with Ion Cyclotron Res-
onance Heating (ICRH) power in (3He)-D minority scheme, a strong stabilization of the turbulent ion heat
transport has been observed in the region R > 3.4m (r/a . 0.4, a being the minor radius) [1, 2, 3]. The stabi-
lization was observed experimentally as a reduction of the gyro-Bohm normalized ion heat flux and higher values
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of the normalized ion temperature gradient, and was associated with an upshift of the Ion Temperature Gradient
(ITG) modes critical gradient and with a significant reduction of the ion stiffness (i.e. the rate of increase of the
gyro-Bohm normalized ion heat flux in response to an increase in R/LTi = −R∇Ti/Ti). Gyrokinetic simula-
tions indicated that the key stabilization mechanism acting on ITG turbulence was a nonlinear electromagnetic
mechanism enhanced by the fast ion (D and 3He) pressure [4, 5]. Gyrokinetic simulations predict an important
reduction of the linear growth rate of ITG modes when considering fast ions and electromagnetic effects and
a nonlinear enhancement of these effects. An important role of nonlinear electromagnetic stabilization of ITG
turbulence in plasma with high β has been found in [6], and a strong nonlinear electromagnetic stabilization of
the ion heat transport has been predicted for JET and ASDEX Upgrade H-modes with high plasma β [7, 8].
Recent results [9] indicate that an electrostatic mechanism, related related to a wave–fast particle resonant
interaction [10, 11], can also play an important role in the stabilization of ITG modes in some conditions. The
study in ref. [9] predicts also a more important role of fast 3He with respect to fast D for the stabilization of
ITG modes in the experimental conditions studied in [2, 4], the difference being related to the different values of
the temperatures and of the normalized density (R/Ln) and temperature (R/LT ) gradients of the two different
fast ion species. In particular high values of (R/LT )/(R/Ln) are expected to be favorable for the stabilization,
while the optimal fast ion temperature for the resonance with the drift waves depends on the fast ion mass.
Further mechanisms, related to ITG mode stabilization caused by main ion dilution due to the presence of fast
ions, or to changes in effective plasma parameters, have been proposed for for ASDEX Upgrade low density
plasmas with high NBI heating [12] or for JET L-mode plasmas with high NBI heating [13].

Experimentally, all the plasmas where the strong turbulent ion heat transport stabilization by fast ions has
been observed so far featured high NBI power. High NBI leads to high toroidal plasma rotation, that can also
induce a strong ITG turbulence stabilization [14, 15]. It is therefore difficult, when using high NBI power, to
separate experimentally the effects of plasma rotation and the effects related to fast ions, and one has to rely
on modelling to quantify the impact of the two stabilizing effects, as done in [4, 5]. In ASDEX Upgrade, a
study on discharges with 4.5 MW of NBI power and with 0 or 3.5 MW of ICRH power in (3He)-D minority
scheme showed that fast 3He ions were necessary, in the gyrokinetic simulations, in order to explain the strong
reduction of the ion heat flux and the strong increase of the ion temperature peaking observed experimentally
[16]. In DIII-D, using co-and counter-NBI, a reduction of the ion heat flux was obtained in absence of plasma
rotation [17], but other parameters, such as Te/Ti (known to have a strong effect on ITG modes [18, 19]), were
changing between the plasmas. Furthermore, a detailed study of the effects of fast ions is missing for this case.
So far, no experimental evidence of a strong stabilization of the turbulent ion heat flux, due to fast ions, has
been obtained in absence, or with low, plasma rotation and with no substantial changes in other important
parameters such as s/q, Te/Ti. In this work, we present the first experimental evidence, in JET ILW L-mode
plasmas with low plasma rotation, of a strong reduction of the turbulent thermal transport related to an increase
of fast 3He ion energy density, while keeping the other relevant plasma parameters constant. This is a direct
experimental evidence that these stabilization mechanisms are effective also at low plasma rotation, which is an
important element for the extrapolation of these effects to ITER scenarios. Nonlinear gyrokinetic simulations
indicate that the stabilization of ITG turbulence induced by the presence of fast 3He ions is the key mechanism
to reproduce the experimental observations. In the cases presented here, unlike in those presented in [2, 4],
besides the electromagnetic effects, also a significant role of the electrostatic effects related to fast 3He ions is
found in the simulations. The dependence of both effects on the 3He distribution function has also been studied
and found to be significant.

The paper is organized as follows: in section 2 the experimental set-up is described and in section 3 the
gyrokinetic simulation set-up is presented. In section 4 the experimental results are described, while in section
5 the gyrokinetic simulations results are shown and compared to the experiment. The conclusions are reported
in section 6.
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2 Experimental set-up and methods

The discharges studied in this paper were made in the JET tokamak (major radius R0 = 2.96m, minor radius
a = 1 m) with ILW and are D plasmas with vacuum toroidal magnetic field BT ≈ 3.3 T , plasma current
Ip ≈ 2MA and safety factor at the flux surface that contains the 95% of the poloidal flux q95 ≈ 5. The heating
power consists of 2.6 – 7 MW of ICRH and of 1.7 MW of NBI. The ICRH power is deposited on 3He minority
ions and collisionally transferred to thermal D ions. Using a 3He concentration [3He] ≈ 9% ensures dominant
thermal ion heating [20], The ICRH power was deposited on-axis (R ≈ 3.0 m, r/a ≈ 0) in order to obtain the
maximum heating power density and energy density of 3He fast ions in the centre of the plasma (see figure 1),
where the magnetic shear, known to have a strong effect on the stabilization of ITG modes by fast ions [4, 9],
is minimum. Fixing the NBI heating power to the minimum value for Charge Exchange (CX) measurements
and using different levels of ICRH power (and so different levels of fast 3He energy density), a study of the
effects of fast 3He ions on the plasma thermal transport, while keeping the plasma rotation and the fast D
population low, was possible. The ICRH power deposition and the 3He fast ions density, energy density and
distribution function have been evaluated using the SELFO code [21, 22]. Figure 1 shows the comparisons of
the time evolution of the heating powers (figure 1a), of the profiles of the ICRH power deposition on thermal
ions and of the fast 3He energy densities (figure 1b), between a discharge with 2.6 MW of ICRH (n. 90671)
and a discharge with 7 MW of ICRH (n. 90672). The NBI heating power on electrons and on ions and the
fast D pressure in the plasma have been calculated with the PENCIL code [23]. The fast D energy density
has been found to be negligible compared to the fast 3He energy density in discharges with high ICRH power.
The ohmic power density has been calculated using POhm = η · j2, where η is the resistivity of the plasma
and j is the plasma current density reconstructed by the EFIT equilibrium code constrained by polarimeter
measurements [24]. Also the exchanged power density between ions and electron, pei [25], has been calculated
analytically. The radiated power density prad, calculated from bolometry, has been found to be negligible inside
R ≈ 3.8 m (r/a ≈ 0.8). The powers POHM , PICRH , PNBI , Pei and Prad have been obtained integrating on the
plasma volume within a flux surface and the ion and electron heat fluxes are expressed in gyro-Bohm units as

qi,gBi = [(PICRH,i + PNBI,i + Pei)/Σ] ·R2
0/(neTiρ

2
i vth,i) (2.1)

qe,gBs
= [(PICRH,e + PNBI,e + POHM − Pei − Prad)/Σ] ·R2

0/(neTeρ
2
scs) (2.2)

where Σ is the area of the considered flux surface, cs =
√
Te/Mi, vth,i =

√
Ti/Mi, ρi = vth,iMi/eBT and

ρs = csMi/eBT . Typical errors on the heat fluxes are ∼ 20%. For the measurement of the electron temperature
Te the ECE (Electron Cyclotron Emission) diagnostic has been used, while the ion temperature Ti and the
plasma toroidal rotation Ωt have been measured by the CX diagnostic. For the charge exchange measurements,
Be and Ne impurities have been used (∼ 0.1% of Ne has been puffed into the plasma in order to improve the
CX measurements). Furthermore, a charge-exchange measurement recently made available at JET, that uses
beam modulation for background subtraction and fits all active line features to extract the deuterium charge
exchange line [26, 27], has been used and will be indicated as Dα CX . The density profiles of Be, Ne and
thermal 3He have been measured using the CX diagnostic [28]. The electron density ne has been measured
by high-resolution Thomson scattering (HRTS). The radial profile of the safety factor q, of the magnetic shear
s = r/q · dq/dr and of the equilibrium plasma geometry have been reconstructed by the EFIT equilibrium code
constrained by polarimeter measurements. Local values of R/LTi = −R0∇Ti/Ti, R/LTe = −R0∇Te/Te and
R/Ln = −R0∇ne/ne are obtained by local linear fits of ln(Ti), ln(Te) and ln(ne) radial profiles averaged over a
time interval ∆t ≈ 1 s. The fits are done using r = (R −Rin)/2, R and Rin being the outer and inner radii of
the flux surface on the magnetic axis plane, and averaging other multiple fits using a variable number of data
points around the chosen radius (3-9 points). Errors on these quantities are typically ∼ 15− 20%.
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The data analysis has been carried out at ρtor =
√

(Φ/πBT )/(Φ/πBT )max = 0.25 (R ≈ 3.24m, r/a ≈ 0.26)
and t ≈ 6 s, Φ being the toroidal magnetic flux. At this radial position and at this time, the changes in
qi,gBi

(R/LTi) have been observed to be the largest. No magnetohydrodynamic instabilities such as sawteeth or
other large-scale instabilities, that could interfere with the analysis, have been observed at the radial position
and at the time chosen for the analysis.

3 Gyrokinetic simulation set-up

Nonlinear gyrokinetic simulations, that calculate the turbulent part of the heat flux, have been carried out
using the GENE (Gyrokinetic Electromagnetic Numerical Experiment) [29, 30] code and compared with the
experiment. Linear gyrokinetic simulations have also been carried out, in order to study the effects of the
changes in the plasma parameters on the linear growth rate of the main micro-instabilities. GENE solves
the gyrokinetic Vlasov equations [31, 32] coupled with the Maxwell equations within a δf approximation and
using field aligned coordinates {x, y, z}, where z is the coordinate along the magnetic field line, x is the radial
coordinate and y is the binormal coordinate.

In all the simulations, which are carried out in the local limit (1/ρ∗ ∼ 400), Miller geometry [33] has
been used as well as collisions, external flow shear γE×B (even if very low in our case), kinetic D ions, kinetic
electrons and kinetic3He ions (considering n3He/ne = 9%). Finite-β effects (considering both B⊥ and B‖

fluctuations) have been considered in some simulations. For3He, a Maxwellian distribution function has been
used in most simulations. However, when considering highly energetic, non thermalized, 3He particles, the
Maxwellian distribution function is not adequate to describe the real distribution function of this species and
the results can be affected by this approximation [10, 34, 35]. For this reason, a new version of the GENE
code [36, 37] able to use a numerical distribution function for 3He (calculated using the SELFO code), has been
used for few simulations. Typical grid parameters in the nonlinear simulations were as follows: perpendicular
box sizes [Lx, Ly] ≈ [190, 125]ρs, phase-space grid discretization [nx, ny, nz, nv‖, nµ] = [256, 48, 34, 32, 24 − 48]

and 0.05 . kyρs . 2.4. Detailed convergence tests have been carried out to choose these settings. The plasma
parameters used as input in the simulations have been taken from discharge n. 90672 at ρtor = 0.25 and
t ≈ 6 s. Some important values used in the simulation, when considering fast 3He particles, are: Zeff =

1.36, q = 1.4, R/Ln,3He = R/Lne = 2.6, R/LTe = 8, R/LT,D = 7.2, R/LT,3He = 15, T3He = 12Te, Ti/Te =

0.8, βref = 8πneTe/B
2
0 ≈ 0.004, ν∗ = νei

qR0

ε1.5vth,e
= 0.06, n3He = 0.09ne, γExB = −r/q∂Ωt/∂rR0/cs = 0.003,

where ε = r/R0, νei =
√

2πZ2e4niln(Λ)/(
√
meT

1.5
e ), ln(Λ) being the Coulomb logarithm, and vth,e =

√
Te/me

. When not considering the fast 3He ions in the simulations, we use T3He = Ti and R/LT 3He = R/LTi without
changing any other input parameter. We remark that in all the simulations 9% of 3He is considered. What
is changed between simulations with and without fast 3He ions are the values of the 3He temperature, of the
3He temperature gradient and, in some cases, the 3He distribution function. In the electrostatic simulations,
a value of βref = 10−5 is imposed without changing any other input parameter. In the simulation of the low
ICRH power case, the same parameters have been used except the reference Te value (lowered from 3.6 keV to
2.6 keV), considering electromagnetic effects and just thermal 3He. Also a few electron-scale simulations have
been performed, in order to study the impact of fast ions on ETG modes in nonlinear simulations. In these
simulations the range 3 ≤ kyρs ≤ 96 has been used and, as the linear growth rate of ETG modes does not
strongly depend on the fast ions distribution function (see figure 4c), a Maxwellian distribution function has
been used for the 3He.

The effect of other impurities (∼ 1.2%Be,∼ 0.3%Ne,∼ 0.05%Ni) has been studied using linear gyrokinetic
simulations and found to be negligible compared to the effect of 3He in our case. Considering that, as shown by
the CX measurements, these impurities are present in all the discharges in the same concentrations and with the
same density peaking [28], they cannot explain the differences observed between discharges with low and high
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ICRH power. The difference in Ni concentration is ∼ 0.05%, but, as discussed in section 5, it has a negligible
effect on ITG modes as it causes little main ion dilution. For these reasons, and in order to save computational
resources, we decided to not include Be,Ne and Ni impurities in our simulations.

The nominal experimental value of the magnetic shear is s = 0.25. Using this value, in the electromagnetic
simulations with a Maxwellian distribution function for 3He, instabilities are present at kyρs . 0.1 (Kinetic
Ballooning Modes (KBM)/energetic particles modes) when fast 3He ions are considered. These modes lead to
levels of ion heat flux in the nonlinear simulations not comparable with the experiment, as found also in [5, 8].
For these reason, when using the Maxwellian distribution function for the fast ions, the value of s = 0.46 has
been chosen, within experimental error bars, in order to avoid the presence of the low-ky instabilities. When
using the SELFO numerical distribution function for the fast ions, these modes disappear also at s = 0.25 and
few simulations have been performed with this value.

4 Experimental observations

Although the 3He concentration of 9% was used to maximize ion heating, in the high ICRH power cases SELFO
simulations predict that a substantial part of the ICRH power is still absorbed by electrons due to the high
energies achieved by the minority fast ions at such power levels. Both the ion and electron temperature profiles
then show a general increase when ICRH power is increased. In addition, inside ρtor ≈ 0.35, an important
increase of R/LTi and strong reduction of qi,gBi

are observed in discharges with high ICRH power (figures 2a
and 2b), while the values of R/LTe and of qe,gBs

are not changing (figure 8). In order to study what is causing
these changes in qi,gB(R/LTi), a comparison between discharges n. 90668 and n. 90671 (with 1.7 MW of NBI
and 2.6 MW of ICRH) and discharges n. 90670 and n. 90672 (with 1.7 MW of NBI and 6 – 7 MW of ICRH)
has been done at t = 6s and at ρtor = 0.25, as already explained in section 1. In figure 2a the comparison of the
Ti radial profiles of discharges n. 90672 and n. 90671 (discharges n. 90668 and n. 90670 show similar behavior)
is shown, while the comparison of the experimental qi,gBi

(R/LTi) values is shown in figure 2b. The increase in
the peaking of Ti, inside ρtor ≈ 0.35, and the strong reduction of qi,gB in discharges with high ICRH power are
well visible outside error bars. The radial profiles of Te, ne, s, q,Ωt for the same discharges are shown in figure
3. No substantial differences in these parameters are observed, except for higher values of Te. Furthermore,
s/q, Te/Ti, R/Ln,Ωt, ∂Ωt/∂r, that are known to have an important impact on turbulent thermal transport
[14, 15, 18, 19, 38, 39, 40], as well as light impurity density (n3He/ne ≈ 9−11%, nBe/ne ≈ 1.2%, nNe/ne ≈ 0.3%)

and light impurity density peaking (also known to have an impact on turbulent thermal transport [41, 42, 43, 44])
are similar, within error bars, over the whole radial profile, between discharges with low and high ICRH heating.
Zeff is changing from ∼ 1.6, in discharges with low ICRH, to ∼ 2, in discharges with high ICRH power. The
change in Zeff is mainly due to a medium Z impurity (Ni) coming from the ICRH antenna facilities. A change
in the Ni concentration from ∼ 0.02% to ∼ 0.07% is enough to explain the change in Zeff .

The main difference, between the plasmas with high and low ICRH heating power, is the fast 3He energy
density (figure 1b) inside ρtor . 0.4. The 3He pressure modifies also the total plasma pressure (p =

∑
s nsTs,

the sum being over all the species in the plasma), as can be seen in figure 3d, and with the higher Ti and Te
temperatures, increases the plasma β = 8πp/B2

0 in discharges with high ICRH heating. These changes are
expected to lead to a strong stabilization of ITG modes and of the related turbulent ion thermal transport
[4, 6, 7, 8, 9, 16].

5 Gyrokinetic simulations

As discussed in section 4, the main differences between discharges with low and high ICRH heating power,
inside ρtor ≈ 0.4, are the increase, at high ICRH power, of the plasma pressure p and of the local plasma
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pressure gradient (related to a strong increase of the energy density of the fast 3He ions) and the increase
of Zeff , related to the presence of Ni coming from the ICRH antenna facilities. The changes in the plasma
pressure lead to changes in the plasma β and in αMHD = −q2R(dβ/dr). Both these parameters can have an
impact on the plasma micro-instabilities. Higher β can induce a stabilization of ITG modes (both linear [45, 46]
and nonlinear [4, 7, 8]) and, over a certain limit, a destabilization of electromagnetic instabilities such as the
Kinetic Ballooning Modes (KBM) [47, 48]. Increasing αMHD can induce a stabilization of ITG modes through
a geometric effect related to an increase of the Shafranov shift [49].

The analysis with gyrokinetic simulations, carried out as described in section 3, focuses on these aspects. In
all the linear gyrokinetic simulations, the nature of the main micro-instability is determined by the real part of
the frequency (not shown in the figures).

5.1 Linear gyrokinetic simulations

5.1.1 Effects of the changes in Zeff and αMHD

The effects due to a change of 0.05% in the Ni concentration have been found negligible (reduction of γITG of
∼ 4%) compared to the effects related to 3He, the Ni concentration being too low and the main ion dilution
minimal. Also the effects related to the changes in αMHD have been found to be minimal in our case. For these
reasons, the value of αMHD has been fixed, in all the simulations, equal to the one obtained considering the
fast 3He, while Ni has not been considered in the simulations.

5.1.2 Effects of fast ions on ITG modes

Figure 4a shows the normalized linear growth rates of ITG modes, which are the dominant modes for ky . 1,
obtained from simulations with and without the electromagnetic effects and the fast 3He ions. In the same
figure, also the results obtained using the numerical distribution function (’SELFO’) for 3He are shown. At
0.2 ≤ kyρs ≤ 0.4, where the major part of the ion heat flux is carried in the nonlinear simulations, a little
stabilization, or a little destabilization, depending on ky, of the ITG modes growth rate is obtained when
considering electromagnetic (finite-β) effects but not the fast 3He ions. When adding the fast 3He ions, a
strong stabilization of γ is visible. The stabilization is due to electrostatic (reduction by ∼ 25% of γ) and
electromagnetic (further reduction of γ by ∼ 15%) effects, with a total reduction of the linear growth rate by
∼ 40%. When considering the numerical distribution function for 3He, this reduction is lower with respect to the
one obtained considering a Maxwellian distribution function, but it is still strong (∼ 25%). Using s = 0.25, the
same relative ITG growth rate reduction as for the case s = 0.46 is obtained, but the values of γ are lower with
respect to the ones obtained using s = 0.46 (figure 4b). Furthermore, using s = 0.25, electromagnetic instabilities
(KBM/energetic particle modes) appear at ky . 0.1 , causing a strong enhancement of the heat fluxes in the
nonlinear simulations, not compatible with the experiment. Interestingly, when considering the numerical
distribution function for 3He, these modes disappear and the nonlinear simulations give results comparable
with the experiment.

As done in ref. [9], the contribution of the different species to the overall micro-instability growth rate has
been investigated in velocity space through the energy conservation property of the Vlasov-Poisson equations
[50, 51, 52]. In figure 5 the results obtained for the thermal D and 3He are shown for the cases T3He = Ti,
T3He = 4Te (low ICRH power) and T3He = 12Te (high ICRH power). The background distribution function
of each species has been considered as an equivalent Maxwellian distribution. In the plots the position of the
resonance, calculated with the reduced Vlasov model of [9], is also shown (black dotted lines). Note that for
the case of thermal Deuterium the reduce model gives only a rough estimate of the resonance position. As can
be seen, the resonance position is shifted to lower values of the velocity as the 3He temperature is increased.
While the contribution of D to the growth rate is always positive, the contribution of 3He to the growth rate
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in the case T3He = 12Te is dominated by the stabilizing region of velocity space, leading to a strong reduction
of the growth rate. This change in the 3He contribution to the growth rate is reflected also in the nonlinear
simulations, where a negative flux is found for 3He for T3He = 12Te (see section 5.2 and figure 6b). These results
strongly support the role of the electrostatic fast 3He-drift wave resonance mechanism in the stabilization of
the ITG modes observed in our simulations.

5.1.3 Effects of fast ions on high-k instabilities

In figure 4c, the effects of fast ions and electromagnetic mechanisms on the linear growth rate of the Electron
Temperature Gradient (ETG) modes are shown. The presence of fast 3He ions induces a strong increase
(+50%) of the ETG modes’ linear growth rate, in opposition to what happens for ITG modes. The increase
of the ETG modes’ linear growth rate is related only to the presence of the fast 3He ions and does not depend
on electromagnetic effects or on the distribution function of 3He. The effect of fast ions can be quantified, at
least its linear effect, considering the change in τ = ZeffTe/Ti they induce. This parameter strongly affects
the linear growth rate of ETG modes, as the ETG critical threshold in R/LTe, when fixing the other plasma
parameters, varies as (1 + τ) [40]. In our case τ ≈ 1.5 with no fast ions and τ ≈ 1 with fast ions, inducing, in
our linear simulations, a shift of the linear ETG critical threshold from ≈ 5.3 to ≈ 4.6, as can be seen in figure
4d. This change in the ETG linear threshold, comparable with the ITG one in presence of fast ions, and the
very high ETG stiffness, lead to values of the ratio between the ETG growth rate and the ITG growth rate, at
experimental conditions, higher than the electron to deuterium mass ratio, indicating favorable conditions for
ETG modes.

5.2 Nonlinear gyrokinetic simulations

The results from the nonlinear gyrokinetic simulations and their comparison with the experiment are shown in
figures 7a and 7b for ions (using s = 0.46 and s = 0.25) and in figures 8a and 8b for electrons (using s = 0.46

and s = 0.25). The results from the electron-scale nonlinear simulations for ETG modes are shown in figure 8c.

5.2.1 Effects of fast ions on ion thermal transport

When the fast 3He ions are not considered, the experimental ion heat flux is strongly over predicted by the
simulations, with qsimi ∼ 4qexpi , in both the electrostatic and in the electromagnetic simulations. In our case,
electromagnetic effects without fast ions have no strong effects in the simulation. A reduction of ∼ 40% of the
ion heat flux is predicted when fast ions are considered in the simulation without taking into account the elec-
tromagnetic effects. This reduction is caused by pure electrostatic effects and can be explained by mechanisms
related to a wave–fast particles resonant interaction, as suggested in [9]. According to what observed in the
linear simulations (figure 5), the stabilization affects mainly the 3He flux. Considering also the electromagnetic
effects in the simulations with fast ions, a strong stabilization of qi (−60%) is obtained. This nonlinear sta-
bilization of the turbulent ion flux, enhanced by the fast ions pressure, strongly affects the bulk ion (D) flux.
This reduction of qi permits to reach the experimental level of the ion heat flux. In total, a qi reduction of
∼ 75% is predicted when considering fast ions and electromagnetic effects and using a Maxwellian distribution
function for fast ions. Using a numerical distribution function for the 3He (’SELFO’ in the figures), there is still
a total strong reduction of the ion heat flux with respect to the case without fast ions (−55%), but qi is now
overestimated with respect to the experiment (+75%). Using a numerical distribution function for the 3He, as
observed in the previous section, avoids the presence of low-ky electromagnetic modes and allows to compare
the results from nonlinear simulations and the experimental fluxes also for the nominal value of the magnetic
shear, s = 0.25. In this case, the experimental qi is well reproduced within error bars (figure 7b).
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Nonlinear simulations have been performed also for the low ICRH case (green stars in the figures). In this
case both qe and qi are well reproduced within error bars. Comparing the results for the low ICRH case and
for the high ICRH case, it appears that the nonlinear simulations predict a reduction of the ion stiffness when
fast ions and electromagnetic effects are considered. This is in agreement with previous studies [4, 7, 8] and
with past experimental observations [2]. These results clearly show that both fast 3He ions and electromagnetic
effects are necessary in order to reproduce the experimental level of the ion heat flux. Their effects lead to a
strong stabilization of ITG modes, both linear and nonlinear, and is independent of the plasma rotation. The
mechanisms that participate in the ITG turbulence stabilization are both electrostatic and electromagnetic, the
last being a determinant factor in reproducing the experimental fluxes.

5.2.2 Effect of fast ions on electron thermal transport

The effect of fast 3He on the electron heat flux is similar to the one observed for the ion heat flux (figure 8).
When the fast 3He ions are not considered, the experimental electron heat flux is strongly over predicted by the
simulations, with qsime ∼ 2.5qexpe , while a strong reduction of qe is predicted when fast ions and electromagnetic
effects are considered in the simulation. This is related to the strong suppression of ITG modes that causes also
the strong reduction of qe.

When the ion heat flux is matched in the simulations, the experimental electron heat flux is under-predicted
(−(30 − 50)%). The lack of electron heat flux in the low-k electromagnetic simulations with fast 3He could
be due to the fact that high-k modes are more important in presence of fast ions, as suggested by the linear
gyrokinetic simulations (figures 4c and 4d). Fast ions strongly affects our electron-scale nonlinear simulations
(figure 8c). In these simulations, with s = 0.25, the amount of qe due to ETG modes is ∼ 5% of the experimental
value when not considering fast ions and ∼ 10% of the experimental value when the fast ions are considered
(+100%). If s = 0.46 is used, the electron heat flux carried by ETG modes in the simulation increase to the
∼ 30% of the experimental value. These indications suggest that fast ions must be considered, at least in certain
experimental conditions, for a proper study of both low-k and high-k instabilities. The role of ETG modes in the
studied discharges is just hypothetical. For a proper study of these modes, multi-scale gyrokinetic simulations,
requiring too much computational resources, would be needed. This study is beyond the scope of this work.

6 Conclusions

Experimental evidence of a strong stabilization of thermal transport when using high ICRH power in (3He)−D
minority scheme in JET ILW L-mode plasmas with low plasma rotation and low fast D ion pressure has
been obtained. The only substantial changes in the plasmas are related to the enhancement of the fast 3He ions
density energy, inside ρtor ≈ 0.4, when high ICRH power (∼ 7MW ) is applied. Linear and nonlinear gyrokinetic
simulations predict that the key mechanisms able to explain the experimental observations are related to this
enhancement of fast 3He ion pressure. Both electrostatic and electromagnetic effects are acting to stabilize the
ITG modes, leading to a reduction of the ion stiffness. The main electrostatic mechanism can be related to a
resonant wave-fast particles interaction [10, 11], as suggested in reference [9], and contribute significantly in the
reduction of the linear growth rate of ITG modes. The electromagnetic stabilization acts on the linear growth
rate of ITG modes, but is strongly enhanced through nonlinear effects and is fundamental to reproduce the
experimental results. These results demonstrate that such stabilization mechanisms are at work irrespective
of the plasma rotation, which implies that they can contribute to thermal transport reduction also in low
rotating ITER plasmas. Furthermore, a strong dependence of these effects on the distribution function of the
fast particles has been observed, underlying the importance of considering a realistic distribution function for
fast particles when modelling them. These results strongly support the role of fast particles in the stabilization

8



of the thermal transport in the plasma core in some experimental conditions. Regarding the effect of fast
ions on high-k instabilities, a strong destabilization of ETG modes by fast ions, that leads to a reduction of
τ = ZeffTe/Ti, is predicted. Considering just single ion and single electron scale simulations, up to ∼ 30% of
the electron heat flux is predicted to be caused by ETG modes. As suggested in ref. [53, 54, 55], when ITG
modes are stabilized or close to marginal stability, ETG modes can become very important for the heat fluxes
of both ions and electrons. The presence of fast ions induces a strong stabilization of ITG modes while at the
same time it strongly destabilizes ETG modes. This double effect can lead to a situation where ETG modes
play a major role for the heat fluxes. For this reason, considering the effects of fast ions can be essential for the
study of both ion and electron-scale instabilities.
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Figure 1: Comparison between discharges n. 90671 and n. 90672: a) NBI and ICRH heating vs. time; b)ICRH power
density to ions (dotted lines) and fast 3He energy density calculated using the SELFO code.
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a) d)

b) e)

c) f)

Figure 5: Converged deuterium (a, b, c) and 3He contribution (d, e, f) to γ velocity space structure from GENE linear
simulations at low field side for the cases T3He = Ti ((a) and (d)), T3He = 4Te (experimental low ICRH case, (b) and (e))
and T3He = 12Te (experimental high ICRh case, (c) and (f)). The black contour lines indicate the resonance positions.
The value kyρi = 0.3 has been used in the simulations.
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