AlIP
é/_ Publishing

On the impact of electric field fluctuations on microtearing turbulence
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The magnetic drift and the electric potential play an important role in microtearing destabilization by increasing the
growth rate of this instability in the presence of collisions, while in electrostatic plasma micro-turbulence, zonal
electric potentials can have a strong impact on turbulent saturation. A reduced model has been developed showing
that the Rechester-Rosenbluth model is a good model for the prediction of electron heat diffusivity by microtearing
turbulence. Here, nonlinear gyrokinetic flux-tube simulations are performed in order to compute the characteristics
of microtearing turbulence and the associated heat fluxes in tokamak plasmas and to assess how zonal flows and zonal
fields affect saturation. This is consistent with a change in saturation mechanism from temperature corrugations to
zonal-fields and zonal-flows based energy transfer. It is found that removing the electrostatic potential causes a flux

increase, while linearly stabilization is observed.
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. INTRODUCTION

In magnetic confinement fusion research, the causes
of electron heat transport are still not fully understood.
In H-mode'” tokamak plasmas, electron fluxes can be
driven by a variety of instabilities covering a large range
of temporal and spatial scales. In H-mode, accurate
modeling of pedestal dynamics is essential in predicting
temperature and density profiles.  Several studies on
the origin of the electron heat transport in the pedestal
rfe,gion\"("\"H show that drift-wave instabilities, such as
the electron-temperature-gradient (ETG) instability, the
trapped-electron mode (TEM) and the kinetic-ballooning
mode (KBM), can explain the electron heat transport
observed experimentally. These instabilities can develop
in the pedestal region, leading to turbulence, which af-
fects the transport and the confinement of heat and particles.

Presently, models based on the stability of large-scale
magnetohydrodynamic modes are commonly used to
describe the pedestal region'>'°. Due to the various pos-
sible instabilities and disparity of scales, the full pedestal
characterization (in terms of its width and height) is still
an open issue. In particular, small-scale instabilities, such
as the microtearing (MT) mode, need to be taken into
account. MTs are small-scale tearing type instabilities
driven by the electron temperature gradient with toroidal
mode numbers larger than conventional tearing modes.
MT modifies the magnetic-field-line topology at the ion-
Larmor-radius scale and leads to the formation of magnetic
islands. The discovery of collisional MT driven by the
electron temperature gradient is attributed to Hazeltine et
al.'” in 1975. They proposed a kinetic description of a
slab current sheet destabilized by an electron temperature
gradient leading to instability in the collisional regime only,
triggering several subsequent developments of linear MT
stability theory'*”’. Recently, the linear theory of slab
MT modes using a kinetic approach has been successfully

compared with linear gyrokinetic simulations’®. The linear
stability of the collisionless MT predicted by the theory
was found to be consistent with numerical simulations”’
using the gyrokinetic code GKW™. Starting with this
simple model, the magnetic drift and the electric potential
were included progressively in the analytical calculation.
Without the electric potential, the magnetic drift was found
to be destabilising, but only in conjunction with finite col-
lisionality. Then, with both electric potential and magnetic
drift, the current inside the resistive layer was evaluated
from a system of two equations linking the magnetic vector
potential (and, as a the consequence, the current) and the
electric potential. This system of equations was then solved
numerically using an eigenvalue code. Good agreement
between the analytical calculation and GKW simulations
was found. This indicates that the magnetic drift velocity
and electric potential fluctuations are destabilizing when
combined with collisions’.

In gyrokinetic simulations, MT were found unstable in
the conventional tokamaks JET”*'! | ASDEX Upgrade ™,
and DIII-D**"/, in spherical tokamaks™*~*, and in the
reversed-field pinchw’;”. Recently, different techniques
have been developed to track magnetic fluctuations in JET’
or the dynamical frequency evolution of MT in DIII-D*,
in order to validate nonlinear simulations against tokamak
pedestal data and leading to a quantitative description
of the experimentally observed magnetic fluctuations,
highlighting the need to determine the role played by this
micro-instability in transport and confinement.

The evaluation and calculation of heat fluxes in the
pedestal using nonlinear gyrokinetic codes is computation-
ally expensive. To obtain nonlinear fluxes at a single radius,
the computational cost is around 10> CPUh. Reduced mod-
els are essential to enable broad and transport-time-scale
studies and need to capture essential linear and nonlin-
ear properties of the system. Such reduced models are
commonly based on the quasilinear (QL) approximation,
assuming that the phase difference between fluctuating
fields (e.g, n and ¢ for the E x B particle flux) is similar
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in the linear and nonlinear regimes for the wavenum-
bers that drive the majority of the transport. Presently,
quasilinear transport models are focused on electrostatic
micro-instabilities providing good agreement with both
experimental results by reproducing experimental profiles
and nonlinear gyrokinetic simulations””*. A QL transport
model accounting for the electrostatic fluxes produced by
KBM has been developed, however for MT the develop-
ment of QL models is challenging, and presently, in the
pedestal no standard model exists. However, several QL
transport models have been developed and tested against
nonlinear simulations of MT turbulence, including one
based on a fluid approach, with slab geometry and strong
collisionality”, as well as one in an idealized tokamak core
plasma scenario’”.

These results lay the foundation for efficient computa-
tion of MT fluxes. The next, important step is to expand
on this ad-hoc approach by providing model refinement and
a more solid theoretical foundation. For that, we proposed
to relate the fluxes to the linear functional that was used for
studying the linear stability of microtearing’'. These results
will enable more reliable fast predictions as to the turbulent
fluxes produced in MT turbulence. Zonal flows (ZFs) are
n =0, m = 0 (referring to the toroidal and poloidal mode
number, respectively) electric field fluctuations’® (ZFs) and
cannot tap the free energy stored in temperature or density
gradients; instead, ZFs are driven exclusively by nonlinear
interactions”’. The generation of ZFs acts to reduce the in-
tensity and level of turbulent transport by regulating drift-
wave turbulence. Zonal flows are sheared flows generated
by turbulence and appear as a radial variation of the elec-
tric potential, but with no toroidal variation (constant on the
magnetic flux surface). Indeed, in tokamak plasmas, the tur-
bulence driven by ion-temperature-gradient modes (ITGs)
and TEMs can be regulated or suppressed by zonal flows”®,
thus allowing an improvement of the plasma confinement.
More precisely, the zonal mode catalyzes energy transfer
to modes at higher radial wavenumber but still at the large
scales of instability, with stable eigenmodes absorbing sig-
nificant energy (see, e.g., Refs.””"="). In addition to the
zonal flow, the turbulence can also generate, by a similar
mechanism, zonal magnetic fields. Like the zonal flow, the
zonal field fluctuates homogeneously on the flux surface.
Zonal fields can react back on the turbulence via a process
of corrugated magnetic shearing®>*’. For ITG and TEM
turbulence, zonal fields tend to have limited impact(’z'(’ HO5

In this context, it should be noted that, numerically, the
modeling of MTs can be challenging. The small width
of the current layer and the sensitivity of magnetic recon-
nection to dissipation imply the need for high numerical
resolution and weak numerical dissipation®, especially at
low collisionality.

The purpose of this work is to evaluate transport due to
MT turbulence in tokamaks and the impact of zonal-flow
and zonal-field dynamics. The remainder of this paper is
structured as follows. In Section II, the linear stability
of MT modes is evaluated using a variational form of the

Vlasov equation and Ampere’s law. Then, in order to model
fluxes due to MT turbulence, a quasilinear transport model
is developed which relates fluxes to a functional that can
be used for studying the linear stability of MT. Section IIT
compares the analytical predictions with nonlinear simula-
tions of core MT turbulence. The objective is to understand
how the magnetic fluctuation level is linked to the associ-
ated electron heat transport. In Section IV, the effect of the
electric potential in nonlinear saturation is investigated. The
electron heat flux increases when the electric potential is
switched off, whereas the converse would be expected on
the basis of linear stability analysis. This suggests that elec-
tric potential fluctuations can play a role in the nonlinear
regulation of microtearing turbulence. Similarly, the effect
of zonal magnetic fields is discussed.

Il.  QUASILINEAR MODEL OF MICROTEARING
MODES

A. Linear stability of microtearing modes

Both the magnetic drift and the electric potential play an
important role in MT physics by increasing the growth rate
of this microinstability in the presence of collisions. To
quantify these properties, a linear model is used based on
the calculations in Ref.’’. A simple geometry of circular
concentric flux surfaces is used, where r is the minor radius
of the flux surface of interest, ¢ the toroidal angle, and 6
the straight-field-line poloidal angle. Any perturbed field,
for instance the vector potential A, at a given toroidal wave
number n and complex frequency @ can be written as

AH(V, a, 9,[) = Z AA”(G +2pﬂ)ei"(¢7q(979‘+2p”))7iwt

p=—e°

(¢Y)
Here, o = @ — ¢(r)6 is a transverse coordinate, 6 plays
the role of a coordinate along the unperturbed field lines,
q is the safety factor near the rational surface g = m/n,
and 6 is the ballooning angle’'. The perturbed current

along the magnetic field line J) :Z ei/ d3vf}vH is obtained
i

from the distribution function of each charged species i,
whose evolution is given by the Fokker-Planck equation.
The distribution function f for each species at a given n
and o is split into an unperturbed part Fy, taken as an un-
shifted Maxwellian of temperature T, and a perturbed part
fnm(eyu_u), where v is the parallel velocity and p the mag-

netic moment. The perturbed distribution function £, is

itself written as the sum of an adiabatic part and a resonant

part, fup = fad + Zno- AH and @, respectively, determine the

perturbed magnetic and electric fields: B =V x (AHb) and

E=-Vp— BA”/at. The resonant part g, is the solution

of the kinetic equation
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The complex frequency @ = @ + i contains the real mode
frequency @ and the mode growth rate 9. Furthermore, ¢
is the gyroaverage operator, % is a linearized Fokker-Planck
electron-ion pitch-angle scattering collision operator, and

1 3
w*:w;<n—+ngi>. 3

is the kinetic diamagnetic frequency, with § = v/ VTh,e and

«_ kepi [mevmme R
wT_ 2 mj R Ln (4)

where vy e = 1/2Te/me is the electron thermal velocity.
Lre is the electron temperature scale length. The electron
and ion mass and temperature are denoted me, m;, T, and
T;, respectively. p; is the ion Larmor radius and R the major
radius.

The linear dispersion equation for MT modes can be ob-
tained by solving Ampere’s law and the Poisson equation
written in variational form. One important property of La-
grangian . is that it vanishes when ¢ and A| match the
solution of Maxwell’s equations

I .
,Sf:7%/d3x|VLAH|2+/d3x(J”Aﬁ7p(1)'), ®)

where p is the charge density. The complex conjugate of
the electric potential and the vector potential are denoted ¢*
and Aﬁ, respectively. Next, this functional will be related to
quasilinear fluxes. This allows deriving predictions of the
turbulent fluxes produced by MT turbulence.

B. Stochasticity and magnetic transport

Nonlinear gyrokinetic simulations have been performed
in order to compute the characteristics of MT turbulence
and the associated heat fluxes in tokamak plasmas, identi-
fying as a key characteristic that MT turbulence produces
a substantial electron heat flux due to flutter motion along
perturbed field lines®”%%*’. A Rechester-Rosenbluth®’
-based reduced model for such transport driven by MT tur-
bulence is detailed here and compared with nonlinear simu-
lations. One important step is to establish the conditions un-
der which a set of magnetic perturbations induces transport.
It can be anticipated®” that electrons are mostly affected by
magnetic turbulent fluctuations.

Consider a magnetic fluctuation, which derive from a per-
turbed vector potential that can be written as a Fourier series

A(r0.9.0)= ¥ Apmo(e™ 000 ()

mn,®

For a given level of magnetic fluctuations B, /Beg, where B,
is the radial component of the perturbed magnetic field and
Be, the equilibrium field, the effective radial velocity of a
particle that closely follows a field line is (B,/Beq)v). A

simple random-walk argument predicts a diffusion coeffi-
cient Dy of the order on Dy ~ b%vﬁrc, where 7, is a corre-

lation time and
oo\ 12
- B,
b= (—) ©)
Beg

is the root-mean-square of the radial magnetic fluctuations
(the outer bracket designates a statistical average over time
and space). Hence, the diffusion coefficient increases with
the parallel velocity unless the correlation time decreases
more quickly with velocity. In fact, a reasonable estimate
of 7. is L/ |VH , where L. = 27qR is the parallel corre-
lation length of the perturbed magnetic field. The diffusion
coefficient then becomes

Dy~ BLje v | ®

This is the  well-known Rechester-Rosenbluth
expression””**, which later was found to describe the
transport due to MT turbulence’".

Electrons diffuse much more quickly than ions since
the ratio of electron to ion thermal velocities scales as
\/mi/mer/Te/T; > 1. This leads to charge separation
and to a positive radial electric field is in the turbulence
frame of reference, i.e., the frame of reference that moves
with a velocity equal to the mean phase velocity of the
fluctuations. 1In the laboratory frame, this effect materi-
alizes through a rotation of fluctuations in the electron
diamagnetic direction.

There is no requirement for the heat flux to vanish.
Field-line diffusion produces mainly an electron heat flux.
For the cases discussed here, MT turbulence is found to
produce a finite electric potential, as does the linear MT
mode. Therefore, substantial particle and ion heat fluxes
are also possible, but dominantly due to E x B drift velocity
fluctuations. In reality, however, MT turbulence tends
not to produce any appreciable electrostatic flux, as the
corresponding phase relations produce no contribution to
the instability.

11l.  MICROTEARING TURBULENCE

This section compares analytical predictions with direct
numerical simulations of microtearing turbulence. As per
Eq. (8), the diffusion coefficient, based on a Rechester-
Rosenbluth (RR) reduced model, scales as the square of the
level of magnetic fluctuations. Since the electron thermal
diffusivity can be approximated by the RR coefficient
based on the field-line diffusion coefficient multiplied by
a thermal velocity, it is expected that a gyrokinetically
computed diffusivity should obey the same scaling. In
Ref.’!, it was seen that linear MT growth rates are boosted
by the magnetic drift and perturbed electric potential. A
simple mixing-length argument then implies that the level
of fluctuations, and the electron heat flux, will be reduced
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when switching off curvature and electric potential in
nonlinear MT simulations.

Table I: Physical input parameters used for gyrokinetic
simulations.

€ so B(%) R/Lze R/Ly; R/L,e q VXV T /T;
022 1.1 155 8 0 03 13 002 1

For the gyrokinetic simulations on which this paper is
based, the Miller parametrisation’’ interface is used. For
this case, a circular plasma with an elongation Kk =1, a
triangularity 6 = 0 and the parameters given in Tab. [
are used. These values were arbitrarily chosen to have a
sufficiently high MT growth rate at high collisionality. The
ion temperature gradient is set to 0, in order to supress
ITG modes. It is important to note that the ion temperature
gradient was set to zero to avoid multi-mode drive. Figure
1 shows the linear growth rate of MT modes as a function
of kgpi. For each point in Fig. 1, the eigenfunction of the
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Figure 1: The linear growth rate of microtearing modes as
a function of the normalized poloidal wavenumber kg p;.

modes is inspected. MT modes are the dominant instability
for kgpi ranging from 0.04 to 1.0. As a representative
example, Fig. 2 shows the perturbed vector potential and
electric potential along the magnetic field line at kg p; = 0.3,
using the ballooning representation”'. Note that moderate
scale disparity is observed between the potentials, akin to,
what was observed in Ref.”".

Figure 3 shows the perturbed vector potential and kinetic
conductivity in real space as functions of the radial coor-
dinate x at kgp; = 0.3 for V¥V = 0.02 (blue curve) and
veGiKW = 0.8 (red curve). The x coordinate is defined as the
distance from the resonant flux surface, normalized to the
thermal ion Larmor radius as: x = (r —ry)/p;. The kinetic
conductivity oy is defined as the ratio of the parallel current
s f\l to the perturbed electric field. The parallel electric fields
is defined as:

Ej=——>"-Y9, ®
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Figure 2: (a) Real part of the perturbed vector potential and
(b) of the electric potential along the magnetic field line at
kgpi = 0.3 and v§¥W = 0.02.

Using Eq. (9), the perturbed parallel current can be written
as:

f“:c()(—ﬂfv (Z;):+i(u0'()(A' 7ﬂ@):ia)ﬁo(l
ot I I~ e (B
(10
where g is defined as:

ay=A~ 4. an
[}

The perturbed kinetic conductivity ¢ plays an important
role in stability. One may gain a more intuitive understand-
ing by starting with a slab description of the current sheet
around a resonant surface, where ¢ = m/n, m and n are
the poloidal and toroidal mode numbers, respectively. Am-
pere’s Law is solved in two distinct regions, the outer and
the inner region. Outside the resonant surface there is no
current leading to VZAH =0, and inside the resonant surface
VZAH = *.u()f”. The parity of the (m, n) eigenfunction is
even, in the outer region A decay as exp(—|kg||x|) whereas
in the inner region the current sheet is thin, and AH varies
slowly, consistently with a constant-A approximation’’
The development of an analytical calculation for MT is
challenging, it is common to use the constant-A approxi-
mation in order to derive the dispersion relation. Ref.'” de-
scribes in detail the domain where the constant-A|| approx-
imation is valid. A is assumed to be constant across the
current layer with J producing a jump indA /dx across the
layer. This approximation is valid under the condition'”:

n2|B(Ls/La)?| < 1 (12)

where Ly = gR/so. and with the set of parameters cho-
sen (see Tab.I) the constant-A| approximation is valid. The
matching of the internal and external solutions in physical
space is achieved by integrating the Ampere equation radi-
ally,

tim A 13
LILI(I)AH(O)W‘%__/W o(x)dx (13
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where o(x) is the perturbed conductivity defined as the ra-
tio between the parallel current density with the perturbed
parallel vector potential:

o(x) =2k (14)
with jH = ia)GoaH [see Eq. (10)] thus implying that

L
o(x) :iwao(l 7 8”/%‘) (15)

L is chosen such that:

1
8 :—pf,/v” KLKL — ol (16)

and with &; defined as the width of the current sheet, Ly =
qR /s the magnetic shear length, s the magnetic shear, Ly, the
electron temperature gradient length scale, p, is the electron
Larmor radius, ®* the kinetic diamagnetic frequency, v,; the
collisional frequency and kg is the poloidal mode number.
For MT, the parameter A’ can be defined as:

! dA” \ 2[kg| an
L*}O AH ob
The final matching condition gives
o0
2lke| =/ o (x)dx. (18)

The kinetic conductivity o(x) is written using the Fourier
decomposition, composed by a real part and complex part.
Regardmg Eq. (18), Re(o) > 0 is consistent with |kg| > 0.
Ref.”" discusses the effect of a wide range of physical
plasma parameters on the microtearing current layer.

The electron and ion inertial length are defined as:

Cc

As =
Wps

19)

where s indicates the charged particles species considered
(s = e,i for electrons and ions) and @, is defined as

One can note that the relation between the electron and
ion skin depth is given by:

A=/ @n

mi

and the ion Larmor radius can be written as the function of

the ions skin depth:
_ /B,
pi =1/ 5 Ai (22)

Note that the electron skin depth

1/2
’Z; <;i’:> ~0.17. (23)

Given that the current layer in the present simulations is on
the order of 0.1 — 0.2p;, this value is consistent with the
usual tearing physics set by the electron skin depth.
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Figure 3: Real part (a) of perturbed vector potential in real
space. (b): the linear perturbed kinetic conductivity o in
real space, for stable (red: vGXW = 0.8, Pfirsch-Schliiter
regime ) and unstable (blue: VGXW = 0.02, banana regime)
MT modes, both for kgp; = 0.3

Figure 3 shows the radial kinetic conductivity ¢ for MT
modes at different collisionality regimes, banana regime
(blue curve: v§XW =0.02 ) and Pfirsch-Schliter regime
(red curve: VGKW = 0.8, and for kgp; = 0.3. The kinetic
conductivity o is localized around the resonant surface.
The calculation of the positive and negative areas of the
perturbed kinetic conductivity shows that the positive parts
dominate when MT are unstable. When the positive part
of the perturbed kinetic conductivity is eroded MT become
stable. It is therefore informative to compute the radial
profile of ¢ near a resonant surface, to identify a potential
nonlinear saturation mechanism based on a modification
of the relative weights of positive and negative values of
the conductivity. The structure of the perturbed kinetic
conductivity will be analyzed in nonlinear simulations.

Based on these linear microtearing results, numerical set-
tings for nonlinear gyrokinetic simulations are chosen as
listed in Tab. II.

Table II: Numerical input parameters used for nonlinear
gyrokinetic simulations. Ny is the number of grid points
along the field line per poloidal turn, N, is the number of
magnetic moment grid points, Ny, is the number of parallel
velocity grid points, N, is the number of modes in the radial
direction, and Ly and L, the radial and binormal box sizes.

Ny Ny, N, Ny Ly L
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Based on the parameters presented in Tab. I and in Tab.
1L, a set of nonlinear gyrokinetic simulations has been con-
ducted, ensuring numerical convergence, using the GKW
code’’. The radial wave number k;p; covers the range [— 10,
10], and the finite kg p; ranges from 0.04 to 1.2. Figs.4-a and
4-b show the A} and ¢ spectra, respectively, averaged over
the quasi-stationary state.

(@ 0.2 (b)
015
< =
0.1
102
-2 0 -2 0
10 K 6pi 10 10 k Gpi 10

Figure 4: Binormal spectra from the reference case, with
zonal flow and zonal fields. (a) \AH| and (b) ¢ spectra.

One key question concerns how the magnetic fluctuation
level in Eq. (7) is linked to the associated transport. The
electron heat diffusivity ;" can be expressed in terms of
the electron heat flux due to the magnetic flutter

Q" = —nexe"VTe. 24)
Thus,
RQem QGKW
em _ e —R 2 Xem 25
Xe neTeR/LTe P VTh.,lR/_LTe (25)

where QSKW is the magnetic flutter component of the nor-
malized heat flux"’. The magnetic heat flux QKW is de-
termined by nonlinear GKW simulations. Figure 5 shows
the electron heat diffusivity ye (RvTh’ip*z) as a function of
the magnetic fluctuation level (b,/p.)? for three values of
the electron temperature gradient. Effectively the magnetic
field fluctuation amplitude increases with R/Lyz,, and the
heat diffusivity is proportional to b2
One can now compare the diffusion coefficient

Dy = E%LHthhg = ﬂqRE%V,he (26)

based on the RR reduced model®’. The amplitude of the
magnetic fluctuation level b, is taken from nonlinear GKW
simulations.

Figure 6 shows the electron heat diffusivity based on the
RR reduced model as per Eq. (26) as a function of the elec-
tron heat diffusivity x¢”" computed by GKW for the same
three electron temperature gradients. The turbulent diffu-
sivity is well-described by the RR reduced model.

Figure. 7 shows the radial profiles of (a) the vector po-
tential and (b) the conductivity for k, = 0.12. The vector

0.6
_ (@) z o4 (b) x
z £ o.
£ x S
> 04 "

N < 03
® 3 x
= X
x 02 < 02
©
K; i < 01t 4

0 0
4 6 8 0 1 2 3
R/Lz, (b:/p)* 107

Figure 5: The electron heat diffusivity y;™ due to magnetic
flutter (a) as a function of the electron temperature gradient
R/Lz, and (b) as a function of the magnetic fluctuation
level.
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Figure 6: The electron heat diffusivity Dy = ngRb?2, based
on a Rechester-Rosenbluth reduced model as a function of
the electron heat diffusivity y;" computed by GKW

potential has even parity and exhibits a shape similar to the
one found in the linear stability analysis.

The conductivity is positive, consistent with a MT mode
that is fed by the free energy available in the current layer.
In Ref.””, linear and nonlinear parity conservation are
discussed. In electromagnetic gyrokinetic calculations, the
parity of the perturbation is important because it is directly
related to stochastization of the surface and stochastization
of the surface occurs, when the perturbation has the tearing
parity and the integral of A along the field line does not
vanish. Linearly the parity of the mode is conserved but
nonlinearly in the gyrokinetic equation the parities are
mixed and no mixing would occur if no even parity is
seeded. The parity mixture is important for generating
magnetic disturbance which violates the magnetic surface.

Similarly to the linear regime, Fig. 3, non-linearly the
negative tail of the conductivity far away from the resonant
surface has been eroded relative to that in the central re-
gion. A positive conductivity is consistent with a nonlinear
state where a negative conductivity is balanced by the cur-
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Figure 7: Amplitudes (a) of the perturbed vector potential
and (b) of the kinetic conductivity ¢ in real space for

ky = 0.12 for nonlinear runs. Dashed lines indicate
resonant surfaces.

rent sheet response for the most unstable mode as

+oo
2ke| = 1o / dxo(x). @7

—oo0

Then, the effect of the electric potential on linear physics is
investigated. Figure 8 shows the linear growth rates of MT
modes as functions of kgp; for three different temperature
gradients for the set of parameters listed in Tab. I.

"[wo ¢.RIL =8
0.25 +wo 4RI =6 |
—+wo ¢, RIL =4
0.2 ¢ sewith ¢, RIL =8 |
T ewith ¢, RIL =6
0:9 0.15 | yewith ¢, RIL =4 ||
z 0.1
Z 0,05 |
?\
o L
-0.05
0.5 1
0P

Figure 8: Linear growth rates as functions of the
normalized wave number, kg p; for three different
temperature gradients. Dashed curves are obtained by
switching -off the electric potential, whereas for the solid
curves the electric potential is included.

Dashed curves are obtained by switching off the electric
potential in GKW, whereas for the solid curves the elec-
tric potential is evolved self-consistently. MT modes are the
dominant linear instability both with and without the inclu-
sion of the electric potential.

IV. EFFECT OF THE ELECTRIC POTENTIAL IN
SATURATION

In the previous section, the objective was to evaluate the
role played by the electric potential on the microtearing
modes destabilization. Clearly, the electric potential plays
an important role, allowing a considerable increase on the
MT growth rate. This raises the question of its role non
-linearly, and whether the electric potential affects the MT
saturation.

A second objective is to learn more about MT saturation,
by removing step-by-step, the electric potential and the
effect of zonal fields and zonal flows.

Zonal flows (ZFs) are n = 0, m = 0 electric field fluc-
tuations at a finite radial wavenumber ¢,. Zonal flows are
well-known to regulate turbulent energy transfer in various
turbulence regimes’*"/!.

As will be shown here, for the present MT scenario, the
electron heat transport increases when the electric potential
is switched off. The study will now focus on impact of ¢
nonlinearly.

10
+wo ¢ 4
+with ¢
$55

Q

1
O L

4 6 8
R/Lr,

Figure 9: Magnetic flutter component of the electron heat
flux Qem,e With (blue) and without electric (red) as a
function of the electron temperature gradient.

Figure 9 shows the magnetic flutter component of the
electron heat flux Q.. as a function of the electron temper-
ature gradient. To obtain the red points, the electric potential
was switched off in GKW. Conversely, to obtain the blue
points, the electric potential is included self-consistently.
The transport is almost entirely driven by the magnetic fluc-
tuations as is common for MT turbulence”.

The magnetic flutter component of the electron heat
fluxes increases with the electron temperature gradient. Fig-
ure 9 yields an interesting and unexpected result. The
electron heat flux increases when the electric potential is
switched off. The converse was expected on the basis of
linear stability analysis. Hence, the perturbed electric po-
tential plays an important regulating role in MT turbulence
beyond its impact on the linear stability.

Figure 10 contains the normalized linear electron heat
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Figure 10: Normalized linear heat fluxes as functions of
kg pi with (solid curves) and without (dashed curves) the
electric potential for three electron temperature gradients,
R/Lye = 8.0 (red), R/Lyc = 6 (blue) and R/Ly. = 4
(black).

fluxes as function of kgp; with (solid curves) and without
(dashed curves) the electric potential for different tempera-
ture gradients, as in Fig. 8. In GKW, the fluxes are normal-
izedto | (s,1)|* + [A)(s,0) 2, where s is the coordinate along
the magnetic field line. The normalized electron heat flux
increases with the electron temperature gradient both with
and without the electric potential. Thus, the normalized lin-
ear electron heat fluxes are comparable with and without
the electric potential . This suggest that the effect observed
on the electron heat fluxes nonlinearly is related to the am-
plitude of A and not due to a change in phase difference
between Qem e and Aj.

Figure 11 represents a comparison between the quasi-
linear electron heat diffusivity in Eq. (26) with and without
the electric potential for three values of the electron temper-
ature gradient using the value of b? obtained in the nonlin-
ear GKW simulations. The diffusivity calculated by GKW
is well described by the Rechester-Rosenbluth quasi-linear
diffusivity coefficient with and without the electric poten-
tial. However, it is important to note, as shown in the Ref.’”,
this model breaks down when the fluctuation amplitudes be-
come small, which, however, does not occur in the present
case.

A primary candidate to explain the mismatch between
linear and nonlinear response to ¢ are ZFs. ZFs are
known to regulate the turbulent transport driven by electro-
static drift-wave instabilities. In this regard, MT turbulence
regimes have received much less attention. However, as an
analysis of MT turbulence in the H-mode pedestal indicates,
the zonal mode can play an important role in saturation,
although in that case the zonal AH (commonly referred to
as the zonal field) was responsible for the observed effect,

0.06
,\O)
=]
>_0.04
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+with ¢
3
=0.02
(a)
0
0 0.01 0.02

Xe/ (Rrefp* vthe)

Figure 11: The quasilinear electron heat diffusivity
Dy = mqRA? as a function of the electron heat diffusivity
Xe-

—with ¢ - wo Zfields
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Figure 12: Time evolution of the magnetic flutter
component of the electron heat fluxes (Qem ) for different
cases: Black line: with ¢; blue line: without ¢; red line:
with ¢, with zonal flows and without zonal fields; green
line: with ¢, with zonal field and without zonal flow; pink
line: without ¢ and without zonal field.

whereas the ZF has little impact except on ETG scales.

Figure 12 shows the time evolution of the magnetic flut-
ter fluxes for different cases. Zonal flows and zonal fields
have been suppressed artificially in GKW by suppressing
the non-linear interactions in which ky=0 modes are in-
volved. In practice, this means that non-linear interactions
can excite ZFs but that ZFs do not interact non-linearly with
other modes.

The black curve is the reference case, with ¢ and with
zonal fields included. To obtain the blue curve, the electric
potential was removed. When ¢ is switched off, the trans-
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port is higher. To obtain the green and red curves, zonal
fields and zonal flows were deleted.

In the nonlinear simulations, when ¢ evolved self-
consistently, little change is observed. Otherwise, when the
zonal field and the electric potential are removed, see the
pink curve on the Fig. 12, the flux drop considerably in com-
parison with the blue curve in the same figure.

%10 3

—with ¢
—Wo ¢
—with ¢ -wo Zfields

0 0.5 ko ps 1

Figure 13: The parallel perturbed electron temperature as
function of kg p; for different cases. Black line: with ¢;
blue line: without ¢; red line: with ¢, with zonal flows and
without zonal fields.

Thus, the following physical picture emerges for the
present MT scenario. When the turbulence is driven by
the self-consistent MT mode, i.e., with ¢ included, satu-
ration is independent of the zonal flow or the zonal field,
and instead relies on different processes. It has recently
been demonstrated”” that MT turbulence can saturate via
(zonal) T, corrugations (see also Refs.’*’7); in that work,

when deleting T;T‘”“l, fluxes increase substantially (while

deleting ¢« or Aﬁ””‘” produces only a small increase),

as the system has to rely on another, less efficient satura-
tion mechanism. As explained in Ref. 5, as the electrons
move rapidly along the perturbed magnetic field associated
with the islands in the low-order mode resonant surfaces,
they also experience localized radial spreading. This leads
to a short-circuiting of the perturbed 7, profile, leading to its
flattening, thus lowering the effective temperature gradient
that provides energy for the mode.

The paper hypothesizes that in different parameter
regimes, different MT saturation mechanisms will be active.
In the present case, as the electrostatic potential is removed,
not only is the linear drive adjusted as per Fig. 1, but the
saturation mechanism also changes, leading to higher heat
fluxes. Confirming this interpretation, Fig. 13 shows the

parallel perturbed electron temperature as a function of kg.
A comparison between the black and red curves, both in-
cluding ¢ but with vs. without zonal fields, respectively,
shows little difference, showing that the default scenario,
which is not sensitive to zonal-field removal, has substan-
tial zonal 7, . Conversely, comparing the blue and black
curves, with and without ¢, respectively, a substantial re-
duction in zonal 7, is seen, while fluxes (see Fig. 12) in-
crease moderately. Thus, in the absence of ¢, the system
switches to a different, less efficient saturation mechanism:
zonal fields and/or flows. The Te‘:”‘""l mechanism is less ef-
ficient or possibly disabled when deleting ¢, which is plau-
sible, as building up a zonal temperature requires nonlinear
coupling through ¢ and/or Aj. Detailed studies are on go-
ing using JET experimental data to better understand the
role played the electric potential and related consequences
for saturation mechanisms, and to obtain a more thorough
understanding in which parameter regions one saturation
mechanisms or another is expected to be active.

V. CONCLUSIONS

1 5 The microtearing instability, which draws on the electron
e

mperature gradient as a free-energy source and rearranges
magnetic topology through the creation ion-Larmor-
radius-scale magnetic islands, can be an important source
of electron heat transport in fusion devices. Since its
discovery in 1975, several analytical theories of MT have
been developed, commonly neglecting key effects such as
magnetic drifts, electric potential, or collisions. Here, based
on the more encompassing model presented in Ref.”', pre-
dictions of MT transport in tokamak plasmas are compiled
and compared against direct nonlinear simulations with
the GKW code. In agreement with findings reported by
other groups, the quasilinear approach captures important
nonlinear trends, e.g., confirming the diffusive nature and
scalings of the magnetic flutter transport. It has been shown
that the Rechester-Rosenbluth model is a good model for
the prediction of electron heat diffusivity by microtearing
turbulence.

However, a key difference is observed when artificially
removing the electrostatic potential from simulations. In
the linear case, MT growth rates and quasilinear fluxes are
lowered by this procedure, whereas nonlinear heat fluxes
increase. While further research into this effect is re-
quired, the data points to a change in saturation mechanism
or, equivalently, a transition to a different MT turbulence
regime. Upon ¢ removal, the original insensitivity to zonal
flows and zonal fields appears to give way to a reliance on
zonal-field saturation, albeit at a lower efficiency, leading to
higher heat fluxes.
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