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Abstract

Microwave plasma has emerged as one of the most energy-efficient approaches for

nitrogen fixation. To elucidate the underlying mechanisms at intermediate pressure,

a quasi-1.5D physico-chemical multi-temperature model is developed under varying

N2–O2 compositions. The plasma shape and radial gas temperature profile, derived

from the emission intensity distribution and the Doppler broadening of the 777 nm

O(5S←5P) atomic oxygen triplet, serve as key model inputs for determining the power

density profile and turbulent viscosity, respectively. The model captures the coupled

interplay among vibrational, chemical, and electron kinetics in microwave plasma NOx

synthesis, with particular emphasis on the role of vibrational excitation at 80 mbar.

The energy costs predicted by the model show good agreement with the experimental

results measured using Fourier-transform infrared spectroscopy. Non-thermal behavior
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within the plasma core is found to strongly promote NO formation. Radial diffusion

emerges as a key mechanism for sustaining chemical non-equilibrium, and improving

overall NO yield. Key reactions involved in NO formation and destruction under

different initial gas mixtures are discussed. Finally, it is suggested that the energy

cost can be improved by optimizing the plasma shape. This work offers fundamental

insights into the underlying plasma–chemical mechanisms and establishes a predictive

framework to guide the future design and optimization of energy-efficient microwave

plasma technologies for nitrogen fixation.

Keywords: non-thermal behavior, NOx synthesis, microwave plasma, energy cost, vi-

brational enhancement, plasma modeling.

Introduction

Sustainability has gained growing significance in the chemical manufacturing sector due to

global environmental and energy challenges.1 The environmental burden imposed by indus-

trial operations demands immediate mitigation efforts.2 A prominent example is nitrogen

fixation via the traditional Haber–Bosch (H–B) process.3,4 Due to its relatively low energy

requirement (0.48 MJ mol−1 for ammonia synthesis), the H–B process has been the domi-

nant method for industrial nitrogen fixation (NF) for decades. However, the process remains

heavily dependent on fossil fuels, lacks flexibility, and achieves optimal energy efficiency only

at large scales.5–7 Given that the current H–B process has nearly reached its technological

limits, further improvements through process optimisation are constrained.8

The advent of low-cost, intermittent renewable electricity may fundamentally reshape

technology preferences in NF.9 Electrification-driven chemical conversion has emerged as a

pivotal technology for advancing renewable energy integration and achieving carbon neutral-

ity.10,11 From an environmental perspective, plasma-assisted NF is potentially promising, as

it enables direct conversion of abundant N2-O2 mixtures into value-added products using

solely electrical energy.12–15 When powered by renewable energy, this approach could enable
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fertilizer production with near-zero greenhouse gas emissions, given that plasma processes

generate minimal waste and require no special solvents.8

In recent years, a substantial body of experimental research has emerged in the field

of plasma-based nitrogen fixation, as is shown in Figure 1. Dielectric barrier discharge

(DBD) plasma, as a typical example of cold plasma, has a simple design, making it easy

for upscaling and commercial applications.13 However, DBD plasmas exhibit low energy

efficiency, as the electron energy is typically too high for optimal gas dissociation. Compared

to cold plasmas, warm plasmas, such as microwave (MW) and gliding arc (GA) plasmas,

have demonstrated significantly lower energy cost for NOx synthesis.16 A critical challenge

persists: while plasma-based nitrogen fixation can achieve competitive efficiency levels in

theory (0.2 MJ(mol N)−1), its current lowest experimental energy costs remain prohibitively

high (1.708 MJ(mol N)−1),17 rendering the technology economically unviable at present.18,19

If the energy consumption can be reduced to 1.0–1.5 MJ(mol N)−1, plasma-based NOx

synthesis has the potential to emerge as a highly competitive alternative to the conventional

Haber–Bosch and Ostwald processes.9,20

In order to improve the reactor design for better performance, modeling usually allows

for trying many different possibilities in a much easier and less costly way than by per-

forming the corresponding experiments.9,18 Zero-dimensional (0D) chemical kinetic models

are extensively used for elucidating the fundamental plasma-chemical reaction pathways

governing the dynamics of NOx synthesis, as they enable efficient simulation of extensive

reaction networks involving numerous species while maintaining manageable computational

demands.61,62 Shuai et al. have employed a 0D chemical kinetics model to reveal that over

50% of NO is generated from vibrational Zeldovich reactions in a nanosecond repetitive pulse

air spark discharge at ambient conditions.54 The model assumes identical rate coefficients

for Zeldovich reactions across all vibrational levels, consequently underestimating the en-

hanced contribution of highly vibrationally excited states to NO formation. In another 0D

chemical kinetics model, Vervloessem et al. have scaled the rate coefficients of Zeldovich

3



2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
NOx production [log10(ppm)]

0.1

0.3

1.0

3.2

10.0

31.6

100.0

En
er

gy
 c

os
t [

M
J(m

ol
 N

)
1 ]

H-B

Theoretical limit

MW
GA
Spark
DBD

Figure 1: Experimental data collected from the literature for NF using different discharges,
showing the energy cost as a function of the NOx yield. Each data point represents
the optimal experimental conditions reported in different studies. GA represents Gliding
Arc discharge;17,21–41 MW represents Microwave discharge;42–51 Spark represents spark dis-
charge;52–57 DBD represents Dielectric Barrier Discharge.22,53,55,58–60 The marginal density
plots (located at the top and right) illustrate the distribution of data points along each axis.
The green-highlighted area represents the techno-economic target that must be surpassed to
achieve industrial viability.9,20

reactions at different vibrational states based on the Fridman-Macheret approach.41 How-

ever, Esposito has critically noted that the Fridman-Macheret approach is inadequate for

obtaining accurate Zeldovich reaction rate coefficients, particularly at high vibrational lev-

els.18 More recently, Esposito and Armenise computed the rate coefficients of two Zeldovich

reactions across various vibrational levels and a broad range of gas temperatures using the

quasi-classical trajectory (QCT) method, yielding more precise results for future modeling

efforts.63–65

Altin et al. have established a 1D fluid radial model to elucidate the generation mech-

anisms of vibrationally excited N2 in pulsed MW discharges in pure N2 at moderate pres-

sure.66 In our previous work, a 1D axial multi-temperature model has been implemented

to investigate NOx formation and destruction pathways in the downstream region of MW

air plasmas, revealing that vibrational excitation exhibits limited influence on NO produc-
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tion in atmospheric-pressure afterglows.67 Based on three quasi-one-dimensional (quasi-1D)

models, representing different areas of the reactor in the radial direction, Kelly et al. have

demonstrated that elevated inflow rates simultaneously enhance forward reactions in the Zel-

dovich mechanism while suppressing reverse reactions within the plasma region.46 However,

particle diffusion is neglected in the model. This may alter the thermophysical properties of

the gas mixture, such as enthalpy and thermal conductivity, potentially leading to inaccu-

rate results.68,69 This limitation has been addressed by the quasi-1.5D model of our previous

research.70 The model successfully reproduces the pronounced non-thermal behaviour of N2

in the plasma region at 80 mbar, although this non-equilibrium state diminishes rapidly in

the afterglow.

To the best of our knowledge, comprehensive two- or three-dimensional (2D or 3D) models

for gas conversion processes remain rare. Majeed et al. have implemented a 3D thermal-

turbulent model to examine quenching processes with varying gas ratios in atmospheric-

pressure rotating arc plasmas.31 Van Alphen et al. have developed another 3D thermal-

turbulent model to evaluate the impact of an effusion nozzle downstream of a rotating

gliding arc plasma reactor.28 Both of the above studies treat plasma solely as a heat source,

neglecting electron, vibrational, and even chemical kinetics.28,31 This limitation primarily

stems from computational constraints, as incorporating detailed plasma chemistry in higher-

dimensional models currently leads to prohibitively long calculation times.61 Recently, Tatar

et al. have established a 3D thermal-laminar model, successfully incorporating simplified

neutral-species chemistry for microwave air plasmas at 650 mbar.71 Their findings have in-

dicated that NO formation predominantly occurs in the peripheral plasma regions at this

pressure, as the extreme temperatures in the core significantly exceed the optimal range for

NO synthesis. While experimental studies have confirmed the thermal equilibrium between

gas and vibrational temperatures at high pressures,71 supporting the validity of the thermal

plasma assumption, this approximation becomes inadequate at low to intermediate pres-

sures, where vibrational excitation significantly impacts NO production.44 Hence, the prior
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assumption that plasma functions solely as a heat source may lead to an underestimation of

NO production under low to intermediate pressure conditions.

In this context, the present work aims to investigate the coupled interplay among vibra-

tional, chemical, and electron kinetics, thermodynamic processes, and transport phenomena

across both the discharge and afterglow phases. Particular emphasis is placed on elucidating

the fundamental reaction mechanisms governing NO formation and destruction under vary-

ing initial gas compositions. This study offers key insights into the role of vibrational kinetics

in enhancing NO production at intermediate pressures. Furthermore, several computational

optimisation strategies are proposed to reduce numerical cost, laying a critical foundation

for future high-dimensional modeling. While the present study does not extend to plasma-

assisted NH3 synthesis, the insights gained—particularly regarding plasma activation of N2,

radical generation, and product selectivity—are directly relevant to broader nitrogen fixa-

tion strategies. Therefore, the approach developed here may serve as a foundation for future

innovations, including extensions toward plasma-driven NH3 synthesis.

Experimental setup and results

The plasma reactor features a 27 mm internal diameter quartz glass tube mounted within a

WR340 waveguide, driven by a microwave power source operating at 2.45 GHz. The reactor

configuration builds upon our previous designs, with additional details available in prior

publications.72 Experiments were conducted, using N2-O2 (purity of 99.999%) mixtures at

varied mixing ratios, with total flow rates maintained at 10 standard liters per minute (slm)

and the reactor pressure fixed at 80 mbar. The possible influence of trace impurities or

minor species in the feed gas on plasma chemistry was not considered in this study and may

represent a limitation that warrants further investigation. A constant microwave power of

800 W was applied for all conditions. The 800 W setting was chosen as a balanced and

judicious operating point under the specific conditions of 80 mbar pressure and a 10 slm
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flow rate. It was observed that below this threshold, variations in discharge power exerted

only a minor influence on the energy cost of NOx production. However, when the applied

power exceeded 800 W, the plasma volume expanded significantly and extended toward

the quartz tube wall. Such expansion poses a substantial risk of thermal stress or even

melting of the quartz containment, thereby defining 800 W as the practical upper operational

limit. The NOx products were generated in the gas phase and collected from the reactor

outlet through a gas sampling line. Their concentrations were quantified using Fourier-

transform infrared (FTIR) spectroscopy, which enabled simultaneous and selective detection

of NOx species. The FTIR measurements were conducted using a 50 cm absorption cell

maintained at 50 mbar. To accurately determine the gas concentrations, the acquired spectra

were processed by a Levenberg–Marquardt least-squares fitting algorithm. This procedure

minimized the discrepancy between the experimental data and theoretical spectra derived

from the comprehensive HITRAN database.73 The distinct absorption regions allowed for

clear separation of the target species: NO was identified by its characteristic features in the

∼1740–1990 cm−1 range, while NO2 exhibited strong absorption between ∼1500–1700 cm−1.

Furthermore, N2O, N2O3, N2O4, and N2O5 were only present at trace concentration levels,

which is consistent with previous studies.17,41,46 A representative example of the excellent

agreement achieved between the measured and fitted spectra is shown in the figure provided

in the supporting material.

Figure 2 shows the calculated and measured radial temperature profiles with different

gas ratios of N2. The good agreement between the calculated and measured data pro-

vides confidence in the modeling. The experimental gas temperature profiles are determined

through Doppler broadening measurements of the 777 nm O(5S←5P) oxygen triplet emission,

employing a similar methodology to our previous CO2 plasma characterization.74 The high-

resolution spectrometer enabled independent fitting of all three triplet peaks, the reported

temperatures representing the average of these measurements. Discharge dimensions were

characterized using the full-width at e−2 (≈13.5%) of the 777 nm oxygen triplet emission
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Figure 2: Radial profiles of the maximum gas temperature at various N2 fraction fN2 . Dashed
lines represent simulation results, while dots correspond to experimental data.

intensity profile, captured by a CCD sensor equipped with a 780 nm bandpass filter.74 Ra-

dial intensity profiles were reconstructed via discrete inverse Abel transformation using the

Hansen and Law algorithm.72 Given the observed radial homogeneity of discharge emission

at low pressures, a Super-Gaussian distribution was implemented to fit the plasma radius

Rdis [in mm]. The exponent values n, which determine the shape of the Super-Gaussian

distribution, are presented in Table 1 for different conditions. When n equals 2, the Super-

Gaussian distribution becomes the standard Gaussian distribution. The plasma length Ldis

[in mm] is calculated by fitting a Gaussian distribution directly. The energy cost EC [in

MJ (mol N)−1] is calculated by:

EC =
Ptotal

CtotalXNOx

× 10−6 (1)

where Ptotal [in W] is the total input power, Ctotal [in mol s−1] is the molar flow rate for

output, XNOx is the molar fraction of NOx [in %]. All the experimental data can be found

in Table 1, which are also used as inputs to the simulations or for validation.
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Table 1: Experimental results under different conditions.

fN 2 [-] Rdis [mm] Ldis [mm] n EC [MJ (mol N)−1] XNO [%] XNO2 [%]
0.5 8.4 40 6.4 3.31±0.19 3.23±0.14 0.05±2.17E-3
0.6 8.4 40 5.8 3.23±0.18 3.33±0.14 0.04±1.62E-3
0.7 8.3 42 5.6 3.29±0.19 3.33±0.14 0.03±1.24E-3
0.8 8.3 44 7.4 3.52±0.20 3.31±0.13 0.02±8.01E-4
0.9 8.5 47 5.2 4.89±0.27 2.22±0.10 0.01± 3.21E-4

Modeling

In plasma-assisted NF, particularly at low or intermediate pressures, the system is charac-

terised by strong non-equilibrium features, where electrons, heavy particles, and vibrationally

excited molecules exist at different temperatures. There are complex and interdependent dy-

namics among electron, vibrational, and chemical kinetics.75 Electrons gain relatively high

mean energies (typically in the range of 1–3 eV for MW plasma46) from externally applied

electric fields, which far exceed the thermal energies of the heavy species. These ener-

getic electrons are the primary drivers of non-equilibrium excitation processes, including

vibrational and electronic excitation, ionisation, and dissociation.75 Vibrational energy is

capable of accelerating chemical reaction rates by effectively lowering the activation energy

barrier of chemical reactions (mostly Zeldovich reactions in the NF process).29 Addition-

ally, vibrational-translational (V–T) relaxation processes can also accelerate endothermic

reactions by affecting gas temperature. In turn, the gas composition, which is changed by

various chemical processes, can affect the electron energy distribution function (EEDF), and

the electron kinetics.76 Thus, the interplay between electron, vibrational, and chemical ki-

netics constitutes a non-linearly coupled system, where small changes in one domain can

cascade across the others.

To elucidate the underlying mechanisms of the MW plasma-assisted NOx synthesis in the

above-mentioned experimental conditions, a generalised multi-temperature (MT) quasi-1.5D

‘physico-chemical’ model is introduced, which is based on our previous work70. In the MT

model, characteristic vibrational temperatures are obtained by equating the total vibrational
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energy to that of a Boltzmann distribution at a specific temperature, effectively capturing

the average vibrational excitation under non-equilibrium conditions.70 This coarse-grained

description significantly reduces the complexity of the system.77 More detailed information

on the governing equations of the MT method can be found in our previous work.67,70 These

efforts lay the groundwork for future integration with multi-dimensional computational fluid

dynamics (CFD) solvers, thereby enabling more comprehensive and efficient modeling of

plasma-assisted gas conversion processes at the reactor scale.

The model simulates the entire process domain, including both the discharge (within the

plasma length) and its afterglow. In the radial direction, the domain is divided into two

regions: the central region (within the plasma radius) and the outer region. The central

region in the discharge is defined as the plasma region. Each of these regions is discretised

into a series of concentric cylindrical volume elements, which are represented by individual

1D axial plug flow reactors (PFRs).70

The 1D PFR model with a fixed length is represented by a series of 0D continuous

stirred tank reactors (CSTRs).78 To balance computational cost and accuracy, an adaptive

grid method is employed:67 the length of each CSTR in the PFR model is variable and

determined based on local temperature gradients. Specifically, if the temperature difference,

whether in gas or vibrational temperature, between two consecutive CSTRs along the axial

direction is less than 2 K, the model recalculates the current step with a longer CSTR length

to avoid computational redundancy. Conversely, if the temperature difference exceeds 10 K,

the model recalculates the step with a shorter CSTR length to preserve accuracy. In this

way, the current methods are able to reduce computational cost while maintaining accuracy.

In this work, there are three primary improvements compared to our previous 1.5D

model.70 Firstly, the assumption of non-equilibrium vibrational behaviour is extended be-

yond the plasma to include the outer region. Therefore, possible vibrationally enhanced

NO formation in the outer region can be included. Secondly, because previous studies have

shown that the vibrational temperature of O2 remains close to the gas (translation-rotational)
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temperature, O2 is treated as fully thermalised in this work to reduce unnecessary computa-

tional cost. The impact of this simplification is briefly discussed in the supporting material.

Lastly, the current model employs more PFRs to simulate the central region and outer re-

gions, respectively. Compared to the previous configuration, which used a single PFR for

the central and three for the outer region,70 this refined setup enables better resolution of

radial gradients in temperature and species composition, thereby improving the accuracy of

the simulation results. The influence of the PFR number in both regions on the simulation

outcomes is further analysed in the supporting material.

The vibrational levels and vibrational energies for the ground state of N2, as reported

by Esposito et al.,65 are provided in our previous work.67,70 Table 2 summarizes all vibra-

tional excitation and relaxation processes considered in the model. Vibrational-vibrational

(V-V) N2–N2 collisions are excluded due to their negligible contribution to vibrational energy

loss and disproportionately high computational cost.70 Since O2 is assumed to be fully ther-

malised, all vibrational energy transferred from N2 to O2 via V-V N2-O2 relaxation is directly

converted into gas heating, and the vibrational level population of O2 is set based on the gas

temperature. A more detailed description of the methods used to calculate rate coefficients,

including the forced harmonic oscillator (FHO), mixed quantum-classical (MQC), and gen-

eralized Fridman–Macheret (GFM) approaches, can be found in our previous studies.67,70,79

The electron kinetics is computed using the LisbOn KInetics Boltzmann solver(LoKI-B),

which provides a detailed, self-consistent solution of the electron energy distribution func-

tion (EEDF) under non-equilibrium conditions.80,81 All the electron impact collisions and

chemical reactions taken into account in this model can be found in the supporting material

of our previous work.70 The model is implemented using Cantera, an open-source Python

library for chemical kinetics, thermodynamics, and transport simulations.82 All species in-

cluded in the model are listed in Table 3. Additionally, the governing equations are presented

in detail in our previous work.67,70

The initial gas temperature in the center is set to 2000 K, and the radial gas tempera-
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Table 2: List of vibrational state-specific kinetic mechanisms. i and i∗ are lower than 60,
and not equal. j is lower than 46.

Type Process Method Ref
V-T N2(i)+N2 ↔ N2(i

∗)+N2 FHO 83

V-T N2(i)+O2 ↔ N2(i
∗)+O2 FHO 83

V-T N2(i)+N ↔ N2(i
∗)+N, QCT 84,85

V-T N2(i)+O ↔ N2(i-1)+O (i≤10) MQC 86

V-V N2(i)+O2(j) ↔ N2(i+1)+O2(j-1) FHO 83

Z-E N2(i)+O → NO+N MD 63,65

V-D N2(i)+M → N+N+M (M=N2,N) QCT 84

V-D N2(i)+M → N+N+M (M=O2/O/NO/NO2) GMF 67

ture profile at the beginning is followed by the Super-Gaussian distribution until 300 K at

the outermost region. Except for the power used for initial gas heating, all the remaining

microwave power is assumed to dissipate in the plasma region. The power density profile in

the model is determined by the plasma width and height from the experiments, based on

Super-Gaussian and Gaussian distributions in the radial and axial direction, respectively,

given by:

Qabs(z, r) = Qmax
abs exp

[
−αz

(
z − Ldis

2

)2
]
exp (−αrr

n) (2)

where Qabs(z, r) and Qmax
abs [both in W m3] are power density and the peak power density,

respectively; z and r [both in m] represent the axial and radial position within the plasma

region, respectively; the parameters αz and αr are calculated by:

exp

[
−αz

(
Ldis

2

)2
]
= exp (−αr(Rdis)

n) = e−2 (3)

where the values of n, Ldis and Rdis can be found in Table 1. The peak power density

Qmax
abs is calculated by ensuring that the integral of Qabs(z) over the computational volume

is equal to the total power input, subtracting the energy required to heat the gas to the

initial temperature.87 As an example, Figure 3 illustrates the power density distribution in

the plasma region under 50% N2 fraction condition.

In our model, the enhancement of radial diffusion and thermal conductivity due to tur-
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Figure 3: Power density distribution in the cross-sectional plane in the plasma region at 50%
N2 fraction.

Table 3: Chemical species included in this work.

Charged species N+, N+
2 , O

+, O+
2 , NO

+, NO+
2 , O

−, O−
2 , NO

−, e
Ground states O, O2, N, N2, NO, NO2,

Electronic states N(2D), N(2P), O(1D), O(1S), N2(A
3Σ+

u ), N2(B
3Πg)

N2(C
3Πu), N2(a

1Πg), O2(a
1∆g), O2(b

1Σ+
g ), O2(

∗)
Note: O2(

∗) is a combination of three states, including O2(A
3Σ+

u , C
3∆u, c

1Σ−
u ) at a threshold energy of

4.5 eV.

bulence is accounted for via the introduction of peak turbulent viscosity.88,89 Based on CFD

simulations of the vortex flow incorporating a plasma-representative heat source, the turbu-

lent viscosity is found to follow a quadratic profile in the radial direction.74 A limitation of

the current model is that the maximum gas temperature does not occur at the axial centre of

the plasma region, as might be expected from experimental observations. This discrepancy

may arise from the assumption of a uniform turbulent viscosity along the axial direction,

which neglects potential axial variations in turbulence intensity. Here, the value of peak tur-

bulent viscosity is determined iteratively by matching the modelled radial gas temperature

profile with the highest gas temperature to the experimental gas temperature profile in the

centre of the plasma discharge, as is shown in Figure 2. It should be noted that coupling

the Navier–Stokes (NS) equations with the current model to derive peak turbulent viscosity

more accurately remains a critical next step. Based on the calculations, it is found that the

peak turbulent viscosity is not sensitive to the gas composition. More detailed information

about how to calculate the effective thermal conductivity and particle diffusion coefficients,

including laminar and turbulence effects, is found in our previous work.67,70
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Results and discussion

Temperature and species distribution

In this section, the case of the initial gas mixture with 50% N2 content is used as an example

to analyse the spatial distributions of temperatures and NO molar fraction. The gas and

vibrational temperature profiles in the cross-sectional plane are shown in Figure 4. Since

all the vibrational energy of N2 originates from electron energy transfer,70 the vibrational

temperature distribution within the plasma (central discharge) region closely follows the

power density profile. The peak vibrational temperature reaches 6142 K near the plasma

core, where the power density is the highest. In the afterglow region, due to the absence of

continuous electron energy input, the vibrational temperature drops rapidly. As a result, non-

thermal behaviour decays quickly, which is consistent with previous findings.70 Regarding

gas temperature, only a very limited portion of the electron energy is directly used for gas

heating via elastic collision or rotational excitation (see next subsection). The majority of the

thermal energy originates from the quenching of electronically excited species or vibrational

relaxation. Consequently, the gas temperature profile exhibits a delayed response relative to

the power density distribution.

Compared with the plasma core, significant radial temperature gradients are observed

in the surrounding plasma region. Stronger non-thermal behavior, characterized by a vi-

brational temperature exceeding the gas temperature by more than 1000 K, is primarily

confined to the plasma region. Although the vibrational temperatures remain higher than

the gas temperatures in the outer region, both temperatures are relatively low (less than

3000 K), rendering this area negligible in terms of NO production. Therefore, thermal equi-

librium in the outer region can be reasonably assumed to reduce computational costs in

future simulations.

Tatar et al. have demonstrated that NO formation primarily occurs at the plasma edge

in MW air discharges at 650 mbar.71 Similarly, Van Poyer et al. have reported that CO pro-
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Figure 4: Gas and vibrational temperatures distribution in the cross-sectional plane in the
middle of the reactor at 50% N2 fraction. The white dashed line indicates the boundary
between discharge and afterglow.

duction predominantly takes place at the plasma edge in CO2 MW discharges at atmospheric

pressure.68 To investigate whether NO formation also concentrates at the plasma edge under

intermediate pressure conditions, Figure 5 presents the spatial distribution of the NO molar

fraction XNO and its net production rate Rnet
NO across the discharge and afterglow regions.

At 80 mbar, the main NO formation zone is located in the plasma core rather than at the

edge. This is attributed to the relatively moderate temperatures in the core (below 4200 K),

which favour forward Zeldovich reactions while suppressing NO dissociation. In contrast,

the plasma contraction at high pressures72 leads to significantly elevated gas temperatures

in the plasma core (exceeding 6000 K), in turn accelerating NO destruction in the plasma

core.71

Although the vibrational temperature exceeds 4000 K (even reaching 5500 K of the

boundary between the plasma and the afterglow), only a limited amount of NO (below 1%)

is formed within the first 1.5 cm of the plasma region. This limited formation is primarily

due to the relatively short residence time, which plays a critical role at low and intermediate

pressures. As illustrated in Figure 6, the residence time under thermal conditions signif-

icantly influences the NO production, especially at low gas temperatures. Given that the

residence time at 80 mbar is on the order of 0.1 ms,74 even if elevated vibrational tempera-
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Figure 5: NO molar fraction and net production rate distribution in the cross-sectional plane
in the middle of the reactor at 50% N2 fraction. The net NO production rate is the sum
of all the net rates of all reactions related to NO production (positive) and NO destruction
(negative). The white dashed line indicates the boundary between discharge and afterglow.

tures can accelerate the reaction rates, and thereby reduce the chemical-equilibrium time,79

such a short residence time can not effectively trigger NO formation in the first 1.5 cm of

the plasma region.
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Figure 6: NO molar fraction as a function of residence time and gas temperature under
thermal equilibrium conditions at 80 mbar for a 50% N2–50% O2 gas mixture.

As both vibrational and gas temperatures increase, NO formation intensifies in the second

half of the plasma region, reaching a maximum molar fraction of 10.3%. In comparison,

under thermal equilibrium (i.e., Tg=Tv) conditions, the peak NO molar fraction is only

8.6%, revealing that N2 vibrational excitation significantly enhances NO production at 80
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mbar. The net NO production rate decreases rapidly at the onset of the afterglow and even

becomes negative after the mid-afterglow region. However, this destructive effect is still

very limited because the relatively low temperatures (both gas and vibrational temperatures

are below 3000 K) inhibit the backward Zeldovich reactions and NO dissociation processes.

Moreover, since the net NO production rate outside the plasma region is nearly zero, the

NO present in the outer region is governed by diffusional transport from the center region

to the outer region rather than chemical reactions. As a result, the NO molar fraction

stabilises at approximately 3.36% across the entire radial direction by the end. Similarly, N

and O atoms also diffuse radially from the central to the outer region due to concentration

gradients (Figure S3 in the supporting material). Because the self-recombination rates of O

and N atoms greatly exceed those of the forward and reverse Zeldovich reactions at low gas

temperatures (below 2500 K), nearly all diffused N and O atoms recombine with themselves

rather than participate in NO formation. This leads to an almost zero net NO production

rate in the outer region.

Underlying mechanism of energy transfer and NO synthesis

Based on previous studies, it is well established that gas composition can significantly impact

the distribution of electron energy among various channels, such as excitation, ionization, and

dissociation.70,76 Therefore, the fraction of total electron energy transferred to these channels

under different initial gas compositions across the entire plasma region is investigated, and

it is shown in Figure 7. Less than 1% of the electron energy is directly converted to gas

heating through elastic and rotational collisions, and this value remains relatively insensitive

to the N2 fraction. Although more electron energy is transferred to the vibrational energy of

O2 with O2 fraction increasing, the contribution remains negligible (approximately 1.5% at

maximum). Consequently, it is reasonable to assume that O2 is fully thermalised to reduce

computational cost without compromising accuracy.

Due to the lower electronic excitation threshold of O2 compared to N2, more electron
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Figure 7: Cumulative fractions of electron energy transferred to different channels of elas-
tic collision, rotational excitation, vibrational excitation of N2 and O2, and other inelastic
collisions, including electronic excitation, dissociation, and ionization, in the whole plasma
region as a function of N2 fractions.

energy is directed toward O2 electronic excitation at low N2 fractions. As the N2 fraction

increases, a larger portion of the electron energy is redirected toward the vibrational excita-

tion of N2. Although over 60% of the electron energy is used for the vibrational excitation

of N2 across different N2 fractions, most of this vibrational energy is not utilised to drive

the forward Zeldovich reactions. Instead, it is dissipated as heat through various relaxation

processes. Figure 8 illustrates the impact of different vibrational relaxation mechanisms at

varying N2 fractions. Compared with other relaxation processes, V-T N2-O relaxation con-

sistently accounts for the highest vibrational energy loss, particularly at high N2 fractions.

Due to the limited concentration of N atoms (Figure S1 in the supporting material), the

energy loss via V–T N2-N process is negligible (maximum value of 0.1% at 90% N2 faction),

despite its high relaxation rate coefficients.67 As the N2 fraction increases, the vibrational

energy loss through V-V N2–O2 collisions decreases continually, with more vibrational energy

instead being dissipated via V-T N2–N2 process.

The experimental energy cost and NOx yields as a function of N2 content are summarized

in Table 1. Under all investigated conditions, the molar fraction of NO2 remains very small

compared to that of NO, confirming that NO is the dominant product in our experiments.

This can be attributed to the strong temperature dependence of NO2, which is primarily
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Figure 8: Cumulative fractions of vibrational energy losses in different relaxation processes
in the whole process, including discharge and afterglow regions, as a function of N2 fractions.

formed through the reaction 2NO + O2→ 2NO2 during the after-quenching stage, where the

gas temperature is relatively low. A more detailed discussion on this aspect is provided in

our previous work.70 Although increasing the O2 concentration enhances the reaction rate

of NO2 formation, the concentration of NO still remains significantly higher than that of

NO2 at intermediate pressure. When the N2 content decreases from 90% to 70%, the energy

cost drops by over 30%. The minimum energy cost is observed at a 60% N2 fraction. This

trend aligns with the findings from another MW discharge study conducted under compa-

rable power at atmospheric pressure.46 This behaviour can be attributed to the addition of

O2, which promotes the forward Zeldovich reactions. A more detailed discussion of these

reaction pathways is presented in Figure 10. To investigate the effect of particle diffusion on

NOx production, the energy costs predicted by two non-thermal models, with and without

particle diffusion, are compared in Figure 9. The model that includes particle diffusion shows

good agreement with the experimental data across different N2 fractions, highlighting the

importance of transport processes in accurately capturing NOx formation. This improve-

ment is primarily attributed to the radial diffusion of NO molecules, which are formed in the

high-temperature central region and gradually migrate outward due to concentration gradi-

ents. This outward transport lowers the local NO concentration in the plasma core, thereby

suppressing the reverse Zeldovich and NO dissociation reactions as a result of reduced re-
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actant availability. Consequently, diffusion helps to prolong the chemical non-equilibrium

conditions in the core region. As shown in Figure 9, when diffusion is excluded, the predicted

energy costs deviate significantly from experimental measurements. Therefore, accurately

modeling diffusion is essential for predicting both NO formation and its spatial distribution.

Moreover, as the N2 fraction increases, the gas temperature in the plasma core can exceed

5000 K (at 90% N2 fraction). Higher temperatures accelerate the reverse Zeldovich reactions

and enhance NO dissociation, promoting faster chemical equilibration and further reducing

NO yields in the absence of diffusion. Therefore, the discrepancy in energy cost between

models with and without diffusion becomes even more pronounced.
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Figure 9: Experimental (dots) and calculated (lines) energy cost as a function of N2 fraction
in the different models.

In order to assess the enhancement of NOx production due to vibrational non-equilibrium,

a thermal model is employed as a baseline, in which the electron energy is assumed to be

equally distributed across all molecular modes.70 Therefore, the vibrational temperatures are

always equal to the gas temperatures in the thermal model. It is evident that the thermal

model results show considerable deviation from the experimental observations, as is shown in

Figure 9. Although an increasing N2 fraction leads to more electron energy being converted

into vibrational excitation (Figure 7), which promotes the forward Zeldovich N2+O reaction

rate coefficient, the difference between the thermal and non-thermal model results is lowest at

an N2 fraction of 90%. This is because the limited O2 concentration restricts the utilisation of
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vibrational energy for NO formation. Moreover, the gas temperature within the plasma core

increases at higher N2 fractions, accelerating vibrational energy loss through V–T relaxation

processes. Most of the vibrational energy is eventually lost through V-T relaxation.
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Figure 10: Cumulative reaction product for the four most important reactions related to NO
formation and destruction under varying initial gas ratios in the whole process, including
discharge and afterglow.

To better understand NO synthesis, it is essential to examine the key reactions responsible

for NO formation and destruction. Figure 10 presents the four most significant reactions

under varying N2 fractions, encompassing both the discharge and afterglow domains. At a

N2 fraction of 90%, over 60% of NO is produced via the reaction R10 (in Figure 10). Due

to the limited O2 content under this condition, nearly 70% of the resulting N atoms do not

proceed through the subsequent Zeldovich reaction chain (i.e., the reaction R6) . As a result,

the contribution of the reaction R6 is much lower than that of reaction R10. In contrast, most

N atoms are consumed through reaction R3, making this pathway the dominant route for

NO destruction. While a fraction of NO reacts with O atoms to form NO2 via the reaction

R5, nearly all NO2 subsequently recombines with other O atoms, regenerating NO and O2 by

the reaction R8. In this cycle, NO effectively acts as a catalyst, promoting the recombination

of O atoms into O2.
67 The fourth most important reactions contributing to NO formation
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and destruction have a negligible impact, suggesting that nearly all NO synthesis can be

attributed to the key reactions discussed above.

As the O2 fraction increases, the reaction R6 plays an increasingly significant role in NO

formation. Accordingly, less NO is destroyed by N atoms via the reaction R3. The additional

O2 also leads to increased O atom production through dissociation, which accelerates both

the reaction R5 and the subsequent reaction R8. A higher concentration of O atoms also

enhances the formation of excited O(1D), thereby increasing the yield of the reaction R4.

Furthermore, the reaction R9, which typically plays a more significant role in NO formation

at low pressures,90 becomes less prominent than NO2 dissociation at higher O2 fractions. The

total cumulative reaction product associated with NO formation reaches the maximum at a

N2 fraction of 70%. Below this threshold, the contribution from the reaction R10 decreases

significantly and eventually falls below that of the reaction R6 at a 50% N2 fraction. In con-

trast, the overall cumulative amount of NO destruction exhibits a monotonic decrease with

decreasing N2 fraction, indicating that lower nitrogen content suppresses NO decomposition

pathways more consistently than it affects formation pathways.

How to reduce the energy cost further?

Although NOx synthesis and energy transfer have been discussed in detail, further efforts

are required to identify strategies for performance improvement. In another warm plasma,

experiments have proved that expanding the plasma region of GA discharges by treating

more initial gas, including rotating plasmas,21,24 using a vortex flow,41,91 and using external

magnetic fields17,92 can improve the reactor performance further. Therefore, it is necessary

to explore the effect of the plasma size of the MW discharge on the performance.

In MW plasma systems, the spatial extent of the discharge, particularly its radial width,

is strongly influenced by the skin depth.74 According to MW propagation theory discussed by

Den Harder et al.,93 the skin depth is inversely proportional to the MW frequency. Therefore,

plasma radius may alter with different MW frequencies. Figure 11 investigates the energy
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Figure 11: Energy cost as a function of plasma radius scaling factor fr and plasma length
scaling factor fh for 50% N2 fraction. The scaling factor is defined as the ratio of the new
radius (or height) to the original radius (or height). The blue dashed line represents the
baseline under fh=fr=1.

costs at various plasma radii under a fixed input power. The plasma radius scaling factor

fr is defined as the ratio of the current radius to the original radius (8.4 mm). Under the

original plasma length condition, although a lower plasma radius scaling factor results in a

smaller volume of gas being treated, the corresponding increase in power density within the

plasma core still enhances total NO production. The minimum energy cost is achieved at

70% of the current plasma radius, reaching 2.8 MJ(mol N)−1. However, it is also observed

that excessive power density may lead to increased energy costs. This occurs when a larger

portion of the input energy is diverted toward gas heating rather than driving NO formation.

Elevated gas temperatures not only diminish vibrational excitation effects—primarily due

to enhanced V-T relaxation—but also promote NO destruction.

Except for the radius, the plasma length is another parameter to change the size of the

plasma region. Kelly et al. reported that plasma length increases with rising MW power,

which consequently extends the residence time.46 Figure 11 reveals the relation between

plasma length and energy cost. For simplicity, it is assumed that the peak power density

in Eq.(2) remains constant for a fixed plasma radius across different plasma lengths. As

a result, the total input power increases with plasma length. The plasma height scaling
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factor fh is defined as the ratio of the current height to the original height (40 mm). Under

the original plasma radius condition, the minimum energy cost is obtained at 1.5 times the

original plasma length. For the longer plasma length (fh=2), the extended residence time

enhances the NO destruction pathways, thereby reducing the overall NO yield. Moreover,

as the plasma radius decreases, the negative impact of extended residence time on NO

formation becomes more pronounced, likely due to increased thermal decomposition and

reduced vibrational excitation efficiency. Overall, the current combination of power density

and residence time remains insufficient to fully exploit vibrational or thermal energy for

efficient NO synthesis. These findings underscore the importance of optimising the plasma

geometry and energy input to achieve an optimal balance between power density, reaction

selectivity, and energy cost.

A fast cooling in the afterglow via adding a nozzle or cold quenching gas can prevent NO

destruction and decrease the energy cost accordingly28,31 at atmospheric pressure. However,

since the NO destruction in the afterglow is already nearly zero in the current case due to

its low gas temperature (Figure 5), the simulation has proved that a higher cooling rate

fails to improve the performance at intermediate pressure. Another promising strategy to

enhance NOx production is to exploit plasma–catalyst synergy by placing the catalyst in the

afterglow region. The primary role of the catalyst is generally considered to be the provision

of active sites for the adsorption of reactive species that participate in NOx synthesis reac-

tions.94 A wide variety of reactive neutral species produced in the discharge region, including

electronically excited N2, vibrationally excited N2, and atomic species, retain sufficient reac-

tivity within the afterglow. These species can participate in subsequent surface reactions on

the catalyst, thereby promoting Nx fixation.95 Last but not least, compared to continuous

MW discharge, pulse-modulated MW discharge offers significant advantages for plasma-

assisted nitrogen fixation.44,96 Pulse modulation could effectively decrease gas temperature,

suppressing V-T relaxation.48 This important property makes more vibrational energy used

for overcoming the Zeldovich reaction barriers and thereby enhancing NO production.
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Conclusion

This study offers a detailed understanding of NO synthesis in microwave plasma sustained in

N2–O2 mixtures at intermediate pressure, achieved through the integration of experimental

diagnostics with quasi-1.5D physico-chemical modeling. A series of experimental results,

including energy cost, NOx yield, and corresponding plasma size, are first presented for

varying N2 content at 80 mbar. Strong non-thermal behaviour, driven by electron impact

collisions, is observed in the plasma core and enhances NO production. The optimal condi-

tions for energy cost are obtained in a ∼60% N2 mixture. Although greater electron energy

is transferred into N2 vibrational modes with increasing N2 content, the limited availability

of O2 and the elevated gas temperature in the plasma core constrain the beneficial effects of

non-thermal excitation on NO formation.

Additionally, diffusion plays a critical role in maintaining NO yields. The results show

that NO is primarily formed in the plasma region, and diffusion transports NO molecules

outward, thereby suppressing NO destruction and reinforcing the forward Zeldovich mecha-

nism in the core. Reaction pathway analysis reveals that at high N2 fractions, NO formation

is primarily driven by the forward Zeldovich N2+O reaction, while NO losses are dominated

by the reverse Zeldovich NO+N reaction. The total reaction products associated with NO

formation reach a maximum at a 70% N2 fraction, whereas those related to NO destruction

decrease monotonically with decreasing N2 content. As a result, the net NO production is

maximized at a 60% N2 fraction.

Various strategies to reduce the energy cost of microwave plasma-assisted NO synthe-

sis are discussed. The spatial dimensions of the plasma, particularly its radial width and

axial length, play a crucial role in the energy distribution and NO yield. Reducing the

plasma radius to about 70% of its original value increases the power density within the core,

thereby improving energy cost even though a smaller gas volume is processed. Extending the

plasma column increases the residence time, which initially enhances NO formation but can

ultimately promote its thermal decomposition when the residence time becomes too long.
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Hence, optimization requires a fine balance between power density, reaction selectivity, and

residence time to minimize overall energy consumption. By integrating the present model

with machine learning techniques, it becomes possible to predict the optimal plasma dimen-

sions and corresponding operating parameters that achieve optimal energy cost and NOx

yield. Although rapid cooling in the afterglow can effectively suppress NO destruction under

high-pressure conditions, its impact is limited in the present case due to the already low level

of NO destruction at intermediate pressure.

Overall, the present study provides a mechanistic understanding and predictive modeling

that are relevant to the future design of industrial nitrogen fixation systems. Specifically,

our results show that plasma geometry strongly affects power density, residence time, and

energy cost. This highlights the importance of plasma-shape optimization in large-scale

reactors, where controlling the distribution of power density and diffusion is critical for

maximizing NOx yield while minimizing energy cost. Moreover, the identification of optimal

feed composition provides practical guidance for gas mixing strategies that can be translated

to air-based operation. The role of diffusion in transporting NO away from the plasma core

and suppressing its destruction further suggests that reactor designs promoting efficient

mixing and radial transport could impact overall energy cost at scale. We believe that these

insights can thus guide the development of optimized plasma sources with tailored geometries

and gas flow strategies for energy-efficient nitrogen fixation.
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How to optimise computational cost?

Although the MT method is widely used in CFD modelling due to its lower computational

cost compared to the State-to-State approach,1 further reduction in computational cost is

still required to enable the extension of current simulations to higher-dimensional models

coupled with Navier-Stokes solvers in future studies. Previous work has shown that the

vibrational temperature of O2 remains close to the gas temperature in the whole process

domain, even at the plasma core.2 Thus, it is reasonable to assume thermal equilibrium for

O2 vibrations, i.e., the vibrational temperature of O2 is equal to the gas temperature, while

the vibrational excitation of N2 is treated separately. In this approach, the electron energy

originally transferred for O2 vibrational excitation is redirected to gas heating. The results

show that the difference in NOx production remains below 0.5% between models with and

without considering vibrational excitation of O2, while the computational cost is reduced by

more than 50%. Actually, this assumption is particularly appropriate at higher pressures.

Firstly, enhanced V-T relaxation at elevated pressures further minimises the temperature

gap between gas and vibrational modes,3 reducing discrepancies between the two models.

Secondly, higher pressure leads to a more contracted plasma, resulting in increased power

density4 and significantly elevated gas temperatures in the plasma core.5,6 For example, un-

der 650 mbar, Tatar et al. have reported gas temperatures exceeding 6000 K in the core of

an air plasma,7 where O2 is almost entirely dissociated within a very short residence time.

Therefore, the contribution of O2 vibrational energy becomes negligible. However, due to the

limited amount of remaining O2, its vibrational temperature becomes highly sensitive to the

axial discretization length, which governs the vibrational energy exchange. As model conver-

gence is determined by temperature differences between adjacent steps, this sensitivity can

trigger numerous unnecessary recalculations, leading to inefficient computation. Therefore,

the reduced non-thermal model offers similar predictive accuracy with significantly improved

numerical convergence compared to the full model at higher pressures.

Although a number of the V–V and V–T relaxation processes are omitted by assuming O2
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to be thermalised, the vibrational kinetics still impose substantial computational demands.

The energy transfer rate coefficients for the V–V and V–T relaxation processes have been

detailed in our previous work.8 In V–T energy transfer processes, the total V-T power rate

coefficient for a specific vibrational level r (i.e.,
∑

w kr→w∆Er→w in Eqs. 24 of the paper8)

depends solely on V-T rate coefficients kr→w [in m3 s−1], and their vibrational energy gaps

∆Er→w [in eV]. Importantly, This quantity is independent of the overall vibrational popula-

tion distribution, and thus can be precomputed for each level. To reduce computational cost,

these total energy transfer rates for individual vibrational levels can be tabulated and inter-

polated during runtime, significantly accelerating the evaluation. This approach reduces the

computational complexity from quadratic to linear with respect to the number of vibrational

levels.
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Figure S1: Energy cost versus the number of V–V N2-O2 relaxation reactions and PFRs
configurations, based on vibrational levels from 0 to m for both N2 and O2 (i.e., i and j in
the V-V relaxation of Table 2 of the manuscript), at 50% N2 fraction.

For the V-V energy transfer processes, since the total power rate coefficient for each

vibrational level is also related to vibrational population, it cannot interpolate level-specific

energy transfer coefficients like V-T relaxation. Actually, V–V N2–O2 collisions contribute

significantly to the consumption of N2 vibrational energy, particularly in the discharge re-

gion.2 According to the study by Vervloessem et al.,9 the effect of V–V N2–O2 relaxation

on NOx production is highest when the initial gas mixture contains 50% N2. Simulations
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with different numbers of PFRs and varying numbers of V–V relaxation reactions were con-

ducted at 50% initial N2 fraction, as shown in Figure S1. The results indicate that the

number of PFRs in the discharge and outer regions, respectively, affects the total energy

cost, which will be further discussed in the next subsection. As the number of vibrational

levels decreases from 40 to 20 under different PFRs configurations, the energy cost remains

nearly unchanged, suggesting computational redundancy. However, the energy cost initially

increases relative to the baseline (i.e., the result with the inclusion of V–V reactions related

to first 40 vibrational levels of N2 and O2 inclusion) when the number of vibrational level is

between 3 and 10, and then drops below the baseline when fewer than 3 vibrational levels

are included. When all V–V N2–O2 reactions are omitted, the energy cost across different

PFRs configurations is approximately 70% of the baseline, consistent with the 0D model

findings reported by Vervloessem et al.9 However, as Vervloessem et al. mentioned, it is not

straightforward to prevent the loss of N2 vibrational energy via V–V N2–O2 relaxation.9 To

maintain a balance between computational efficiency and model accuracy (with an error be-

low 2%), only V–V relaxation processes between N2 and O2 involving the first 10 vibrational

levels of both species are considered.

What are the optimal numbers of PFRs in the central

and outer regions?

Although many methods have been employed to reduce the computational cost of the model,

the computational cost is still quite high for the conditions of 32 and 16 PFRs in the cen-

tral and outer regions, respectively. Since the calculation of the peak turbulence viscosity

requires a parameter scan to match the experimental temperature profile, a simplified model

that retains sufficient accuracy can accelerate the matching process accordingly. Moreover,

because a large-scale parameter scan is also necessary to identify optimal experimental con-

ditions, the simplified model will also enable a substantial reduction in computational cost
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for future studies. Therefore, it is crucial to explore the trade-off in computational cost and

accuracy.

2 4 8 16
The number of outer region [-]

1
2

4
8

16
32

Th
e 

nu
m

be
r o

f c
en

tre
  r

eg
io

n 
[-]

3.53 3.39 3.30 3.28

4.18 4.05 3.95 3.90

3.72 3.66 3.57 3.48

3.57 3.51 3.47 3.39

3.47 3.42 3.38 3.38

3.47 3.42 3.37 3.37 3.4

3.6

3.8

4.0

En
er

gy
 c

os
t  

[M
J(m

ol
 N

)
1 ]

2 4 8 16
The number of outer region [-]

1
2

4
8

16
32

Th
e 

nu
m

be
r o

f c
en

tre
 re

gi
on

 [-
]

0.68 1.07 1.97 5.90

0.99 1.41 2.29 6.24

1.68 2.04 2.99 7.52

2.94 3.28 4.23 9.03

7.40 8.07 9.58 11.19

26.71 28.18 30.38 36.63

10

20

30

Co
m

pu
ta

tio
na

l t
im

e 
[h

]

Figure S2: Energy cost and computational time at 50% N2 fraction, under different PFR
number configurations in the central and outer regions, excluding the time required for
electron kinetics.

Comparisons of the energy cost and computational time with different numbers of PFR

in the central and outer regions are shown in Figure S2. It should be noted that the calcu-

lated computational time excludes the time consumed for calculating the electron kinetics.

Actually, to balance accuracy and computational efficiency, the new gas composition will

be updated to LoKI-B only when the molar fraction of any species (including vibrationally

excited states of N2 and O2) changes by more than 1% (absolute value) relative to the

previously assumed composition. This approach ensures a self-consistent coupling between

electron and chemical kinetics, allowing for accurate treatment of gas-phase composition.10

Furthermore, the new results calculated by the updated gas composition, such as rate co-

efficients of electron-impact processes, swarm parameters, and electron mean energy, are

tabulated and saved. Therefore, if the same gas composition is encountered in the next

simulation, the model can directly call the saved data, avoiding the computational cost for

LoKI-B. Theoretically, more PFRs in the central region (where electron kinetics should be

taken into account) will spend more computational cost on electron kinetics, as it leads to

more possibilities of gas composition.

It is noteworthy that, in Figure S2, using a single PFR to simulate the central region can
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already yield accurate energy cost predictions, especially when more PFRs are employed in

the outer region. However, it is still not recommended due to several inherent limitations.

Firstly, the central region typically exhibits pronounced gradients in gas temperature and

species concentrations, which cannot be adequately resolved by a single-PFR model assum-

ing uniform axial flow and properties. Consequently, critical transport phenomena such as

heat conduction and particle diffusion are poorly represented. Secondly, in a single-PFR

framework, the radial temperature profile is inherently flat, rendering it impossible to deter-

mine the peak turbulent viscosity from the model itself. As a result, an external prescription

of turbulent viscosity, often derived from more detailed multi-PFR simulations, is required,

compromising the model’s internal consistency. Furthermore, although the energy cost pre-

dicted by the single-PFR approach may incidentally align with baseline values when using

an externally imposed viscosity, such agreement is likely fortuitous and does not imply gen-

uine predictive capability. Comprehensive validation under varying operating conditions is

essential to assess the reliability of this simplified approach. Therefore, we conclude that the

single-PFR model lacks both the physical fidelity and general applicability required for accu-

rate modelling of non-uniform plasma conditions, particularly in the context of the present

study, where pronounced radial gradients in species concentrations and gas temperature are

observed.

The highest energy cost is observed when two PFRs are used in the central region.

Then, increasing the number of PFRs in both the central and outer regions results in energy

costs that approach the baseline value (i.e., 3.37 MJ(mol N)−1 for 32 and 16 PFRs in

the central and outer regions, respectively), albeit at the expense of significantly higher

computational cost. In comparison, a configuration with 8 and 4 PFRs in the central and

outer regions, respectively, reduces computational cost by over 91% while maintaining more

than 96% accuracy. This configuration represents the optimal trade-off between accuracy

and efficiency in the tested range. Accordingly, except for the first subsection ‘Temperature

and species distribution analysis’ (which uses 32 and 16 PFRs for the central and outer
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regions, respectively, to better resolve the spatial distribution of parameters), all subsequent

calculations in the munuscript are based on the revised configuration, i.e., 8 and 4 PFRs for

the central and outer regions, respectively.
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Figure S3: N and O molar fraction distributions in the cross-sectional plane in the middle
of the reactor at 50% N2 fraction. The black dashed line indicates the boundary between
discharge and afterglow.

Figure S4: Example of FTIR spectrum fit, indicating which transmittance features belong
to which chemical species. The simulated fit, using the HITRAN database,11 is shown in
red, overlapping the blue experimental spectrum. The bottom subplot (also in blue) shows
the difference between the fit and the spectrum.
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