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Abstract 

Current voltage curves and electrochemical impedance spectra (EIS) are crucial for 

investigating the performance and the electrochemical limitations of electrochemical cells. 

Therefore, we developed an approach which allows the direct simulation of such data based on 

micro-kinetic modelling. This approach allows us to assess the influence of various input 

parameters on the EIS and on the current-voltage curves and, hence, the overall performance of 

electrochemical cells. We develop our approach for the oxygen evolution reaction (OER) taking 

place at the semiconductor-electrolyte interface. At this interface the micro-kinetic equations, 

i.e., electrochemical reactions, for the multiple steps in OER are formulated and the resulting 
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set of equations are modeled in a state-space form. As input to the state-space model we use the 

theoretical reaction rates calculated using density functional theory and Gerischer theory for 

semiconductors. Then, the electrochemical data is simulated as a function of applied potential. 

Next to the theory and the model development, a case study on the hematite-electrolyte interface 

which is a typical interface in photo-electrochemical cells, is presented. Current voltage curves 

and EIS data for the hematite interface are simulated from the electrochemical model. The data 

is compared to experimental measurements. Apart from the current density and the EIS, the 

model can simulate the coverage of intermediate species as a function of applied potential which 

is highly demanded for identifying the limiting processes at the interface, but not available from 

experimental studies. The approach is generic and can be used for other electrochemical 

interfaces, such as present in fuel cells, electrolysers, or batteries. 

1. Introduction 

Solar energy conversion technologies will play a crucial role in satisfying the global demand 

for clean and sustainable energy. In particular, conversion of solar energy into chemical energy 

is a promising path.1 Photo-electrochemical cells (PEC) are a possible solution to perform this 

conversion.2 Due to the intermittent nature of solar irradiation, cost-effective storage of energy 

is very important for solar energy conversion devices. PECs have an advantage here compared 

to other solutions as they convert solar energy directly into storable fuels.3,4 However, the 

conversion efficiencies of PECs using earth abundant materials need to be significantly 

improved such that they can be commercialized. This calls for specific research towards 

identifying the limiting processes at the electrochemical interface and improving their 

efficiency.  

In a PEC, water is split into hydrogen and oxygen at its electrodes using solar energy. The 

anode of a PEC is generally made of a semiconductor material (binary metal oxides, such as 
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TiO2,
5 Fe2O3,

6
 WO3 

7 or complex metal oxides, such as BiVO4 
8) which generates electron-hole 

pairs under illumination. The holes move towards the semiconductor-electrolyte interface, 

where they oxidize the water to form oxygen. This is called the oxygen evolution reaction 

(OER). Meanwhile, the electrons move to the back contact and further to the counter electrode 

where they reduce water to form hydrogen (hydrogen evolution reaction, HER). Of these two 

half reactions, the OER is a more complex process since it requires the transfer of four 

electrons.9 This exchange of electrons takes place in several steps and results in various 

intermediate species. 

Several experimental and theoretical approaches are proposed in the literature to improve our 

understanding of PEC in view of identifying the processes that limit the performance of 

PECs.10,11 These processes consist of a combination of thermodynamics, semiconductor 

properties, and reaction kinetics.  

The thermodynamics of the intermediate species are mostly studied in theory using density 

functional theory (DFT) by calculating the free energies of formation of intermediates and the 

overpotentials.12–16 Additionally, DFT is used for calculating semiconductor properties, like 

bandgaps, band edge positions17,18, as well as the effect of doping, vacancies, or surface 

orientation on the OER overpotential.19–21 The reaction kinetics of solid-water interfaces are 

studied by molecular dynamics (MD)22–24 simulations. These theoretical approaches have 

helped in understanding the behavior of electrode materials at atomistic and molecular scale. A 

recent review by Zhang et al.25 summarizes the different approaches and results. 

Experimentally, PEC interfaces are in first instance characterized by current-voltage curves, 

which allow for direct assessment of the overpotential. The overpotential is determined by the 

thermodynamics, semiconductor properties, and the kinetics at the interface. The kinetics of 

processes happening at the electrodes are studied by analyzing electrochemical impedance 

spectra (EIS)26,27 at single operating points. The measured EIS data is usually fitted to electrical 
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circuits consisting of resistances, capacitances, and inductances, which are called the equivalent 

circuit models.28 These equivalent circuit elements are attributed to physical and chemical 

processes at the electrochemical interface, such as the electrical double layer, charge transfer 

reactions, space-charge layer, and external circuit contacts.29,30 However, there exists no direct 

relation between the electrical quantities and physical and chemical processes at the interface; 

the connection to individual reaction steps and intermediate species is missing.  

An alternative approach in theoretical study of PEC is based on analytical models 31–33 which 

use semiconductor properties along with a thermodynamic single step reaction for the OER. 

These studies allow to predict the overall performance of the cells under given operating 

conditions and consider the semiconductor properties, such as carrier generation, charge 

transport, recombination, charge transfer, band bending, and the Helmholtz layer4,34–37. 

However, as only a single step OER mechanism is considered, the full thermodynamics and 

kinetics of the intermediate species are not considered.  

In reality, however, intermediate species are present and were also proven experimentally by 

methods, such as transient absorption spectroscopy (TAS)38, Fourier transform infra-red 

spectroscopy (FTIR)39,40, and transient (optical) grating spectroscopy (TGS)41. There is still an 

ongoing debate in the literature about which reaction paths are of importance25,42, which 

intermediate reaction steps are rate-limiting25, and whether intermediate species exist long 

enough to be observed in experiments. However, to answer these fundamental questions it is 

crucial to arrive at an approach that combines thermodynamics, reaction kinetics of the multi-

step reactions, and semiconductor properties in a way that the outcome of such a model can be 

compared directly to experimental observations. Such an overall approach can only be achieved 

by considering the microkinetics, which has been recognized in the literature as highly 

necessary.43,44 Exner et al.45 summarized that “microkinetics is of course the missing link for 

critical theory/experimental comparison”.  
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To close this gap, we propose here a new approach to model electrochemical data and to 

reproduce experimental data directly from theory. This approach combines DFT and 

microkinetics with the Gerischer model46 of electron transfer for semiconductors. Thereby, we 

demonstrate for the first time that measurable quantities, such as onset potential and 

electrochemical impedance, can be simulated based on a pure electrochemical model. In 

addition, our approach allows for the calculation of the coverage of intermediate species which 

is currently experimentally not measurable. Semiconductor properties, such as the valence band 

position and hole density are included in our model and it can be studied how they affect the 

EIS, overpotential, and coverage of intermediate species. The model itself has been formulated 

as a nonlinear state-space model, which significantly simplifies the analysis and simulations 

due to the availability of standard tool boxes47,48. The model is built using electrochemical 

reactions derived from the literature. Different reaction mechanisms can be easily implemented 

which is a tremendous advantage of this approach when it comes to identifying the limitations 

at electrochemical interfaces using theory/experiment comparison. The schematic 

representation of the state-space model of our electrochemical system is shown in Figure 1.  

 

Figure 1. Representation of state-space model of an electrochemical system. The input variable 

is the applied voltage, the output variable is the current density, and the state variables are the 

concentration of intermediate species from mass balance equation. 
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It is important to note that this work is in part inspired by previous, preliminary microkinetic 

modelling studies which were carried out on metals (not on semiconductors). These include a) 

microkinetic simulations of multi-step Oxygen Reduction Reactions (ORR) by Hansen et al.49; 

these simulations were combined with DFT and MD simulations; b) microkinetic simulations 

of the cathodic and anodic reactions in solid oxide fuel cells (SOFC) by Mitterdorfer et al. 50 

and Bieberle et al.51, respectively. In addition, different methods for identifying the reaction 

rates have been discussed in the literature based on microkientic modeling and Butler-Volmer 

theory for metallic electrodes.52–54  

In summary, the novel approach that we introduce in this study, is a bridge between first-

principle calculations and experimental measurements for semiconductor electrodes. It 

combines thermodynamics, semiconductor properties, and reaction kinetics in one model. The 

model simulates quantities which are measured in experiments and allows for the calculation 

of experimentally not available data, such as surface coverages of intermediate species. The 

paper is divided in two parts: a) model and method and b) a case study on the hematite (Fe2O3)-

water interface. 

2. Model and Method 

This section introduces the microkinetic model and the corresponding nonlinear state-space 

model. Concrete values of parameters are not given here, but will be discussed in chapter 3 with 

the case study of the hematite (Fe2O3)-water interface.  

2.1 Mechanism of water oxidation 

The first step in model construction is to choose the mechanism of OER. In an electrochemical 

cell, the electrolyte can be acidic or alkaline. Depending on the pH of the electrolyte, OER can 

proceed in two different ways. In acidic environment, the OER is given by25 
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2𝐻2𝑂 + 4ℎ+ → 𝑂2 + 4𝐻+ (1) 

and in alkaline environment it is55 

4𝑂𝐻− + 4ℎ+ → 𝑂2 + 2𝐻2𝑂 (2) 

These overall reactions can proceed via different multistep mechanisms. Since OER involves 

transfer of four electrons/holes, it has been proposed in the literature that the entire reaction 

consists of four single charge-transfer steps. A detailed review about different mechanisms that 

have been suggested in the literature can be found elsewhere.25 In this study, reactions in an 

alkaline environment are considered and the mechanism proposed by Hellman et al.56 is chosen. 

This mechanism is based on the multistep OER proposed earlier by Rossmeisl et al.13 The four 

step electron transfer reactions in alkaline environment are  

∗ + 𝑂𝐻−  + ℎ+

𝐾𝑏1

⇌
𝐾𝑓1

 𝑂𝐻𝑎𝑑 (3) 

 𝑂𝐻𝑎𝑑 + 𝑂𝐻− + ℎ+

𝐾𝑏2

⇌
𝐾𝑓2

 𝑂𝑎𝑑 + 𝐻2𝑂 (4) 

𝑂𝑎𝑑 + 𝑂𝐻− + ℎ+

𝐾𝑏3

⇌
𝐾𝑓3

 𝑂𝑂𝐻𝑎𝑑 (5) 

  𝑂𝑂𝐻𝑎𝑑 + 𝑂𝐻− + ℎ+

𝐾𝑏4

⇌
𝐾𝑓4

 𝑂2,𝑎𝑑 + 𝐻2𝑂 (6) 

Here * represents an adsorption site and the subscript ad means that the species are adsorbed 

on the surface. Thus, OHad, Oad, OOHad, and O2ad are the intermediate species adsorbed on the 

surface during the OER. The forward and backward reaction rates of these charge transfer 

reactions are represented by 𝐾𝑓𝑖 and 𝐾𝑏𝑖, respectively, where 𝑖 = 1 to 4. After adsorbed oxygen 

(𝑂2,𝑎𝑑) is formed at the site, it desorbs (𝑂2,𝑑𝑒𝑠) from the surface at a rate of 𝐾𝑓5 which is given 

by  
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𝑂2,𝑎𝑑 →
𝐾𝑓5

 𝑂2,𝑑𝑒𝑠 + *  

 
(7) 

This step does not involve charge transfer and, hence, the desorption rate 𝐾𝑓5 is chosen as a 

constant.  

Once the mechanism is selected, the next step is to model these reactions such that the net 

current due to charge transfer can be calculated. In order to do this, corresponding rates of the 

multi-step reactions have to be known. For electron transfer reactions, rates can be calculated 

based on the Butler-Volmer theory, the Marcus theory,57 or the Gerischer theory.58 The Butler-

Volmer theory uses first-order reaction rates and is best suited for reactions involving metallic 

electrodes.59 This has been used in the modelling of SOFC by Mitterdorfer et al.,60 Bieberle et 

al.,51 and Hansen et al.49 However, for modeling semiconductor interfaces, the Butler-Volmer 

theory is not suitable.59 Unlike metals, in the case of semiconductors, most of the applied 

potential falls across the space charge layer and charge transfer occurs via the conduction band 

or valence band.46 The Gerischer theory takes this into account and defines separate expressions 

for the charge transfer rate for electron transfer via valence band and conduction band. We 

therefore use the Gerischer theory in this study. 

2.2 Calculation of reaction rates 

An n-type semiconductor anode under reverse bias is considered for the model discussed here. 

Hole transfer via the valence band is believed to drive the reaction at the semiconductor-

electrolyte interface. Hence, the Gerischer expression for the hole transfer via the valence band 

is used. For calculating charge transfer rates for each intermediate step (eq. 3 – 6), the Fermi 

level of the redox system in the original expression is replaced with the redox level of each 

intermediate species. Thus, forward and backward charge transfer rates for each intermediate 

step, 𝑘𝑓𝑖
̅̅ ̅̅  and 𝑘𝑏𝑖

̅̅ ̅̅ ̅, respectively, are calculated as61 
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𝑘𝑓𝑖
̅̅ ̅̅ = 𝑘𝑣,𝑚𝑎𝑥 exp [ −

(𝐸𝑣 − 𝐸𝐹,𝑟𝑒𝑑𝑜𝑥,𝑖
0 − 𝜆)

2

4𝑘𝐵𝑇𝜆
] (8) 

𝑘𝑏𝑖
̅̅ ̅̅ = 𝑘𝑣,𝑚𝑎𝑥 exp [ −

(𝐸𝑣 − 𝐸𝐹,𝑟𝑒𝑑𝑜𝑥,𝑖
0 + 𝜆)

2

4𝑘𝐵𝑇𝜆
] (9) 

where 𝑘𝑣,𝑚𝑎𝑥 is a pre-exponential factor with the dimension [cm4/s],61 𝐸𝑣 is the energy at the 

upper edge of the valence band of the semiconductor, 𝑘𝐵 is the Boltzmann constant, 𝑇 is the 

temperature, 𝜆 represents the solvent reorganization energy,62 and 𝐸𝐹,𝑟𝑒𝑑𝑜𝑥,𝑖
0  is the redox 

potential of the 𝑖𝑡ℎ reaction. 

The redox potential for each intermediate can be determined from Gibbs free energy change 

of formation (𝛥𝐺)𝑖 of the corresponding intermediate species at the surface. The relation 

between Gibbs free energy and redox potential is given as63 

∆𝐺𝑖 = 𝑛𝐹𝐸𝐹,𝑟𝑒𝑑𝑜𝑥,𝑖
0   (10) 

where 𝑛 is the number of electrons transferred and 𝐹 is the Faraday constant. The values of ∆𝐺𝑖 

are material dependent and are derived from DFT calculations, such as shown in Rossmeisl et 

al.13 In eq. 10, 𝐹 can be omitted as these DFT calculations give ∆𝐺𝑖 (𝑒𝑉) for single electron 

transfer reactions. 

The forward and backward current density [A cm-2] are then calculated as61 

𝑗𝑓𝑖 = 𝑒𝑘𝑓𝑖
̅̅ ̅̅  𝑝𝑠𝑐𝑟𝑒𝑑,𝑖  (11) 

𝑗𝑏𝑖 = 𝑒𝑘𝑏𝑖
̅̅ ̅̅ 𝑁𝑣𝑐𝑜𝑥,𝑖  (12) 

where 𝑒 is the elementary charge of an electron, 𝑁𝑣 [cm-3] is the effective density of states of 

the valence band, 𝑝𝑠 [cm-3] represents the hole density at the surface of the semiconductor, 

𝑐𝑟𝑒𝑑,𝑖 and 𝑐𝑜𝑥,𝑖 are the concentrations of reduced and oxidized intermediate species [cm-3], 
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respectively. The hole density increases exponentially as a function of applied potential u given 

by61  

𝑝𝑠 = 𝑝𝑠
0 exp (

𝑢

𝐾𝐵𝑇
) 

(13) 

where 𝑝𝑠
0 is the equilibrium hole density at the surface in the dark. The concentrations of 

intermediate species are calculated by solving the rate equations, which is explained in the 

following section. 

2.3 Rate equations and charge balance relations 

The reaction steps given in eq. 3-7 are used to formulate rate equations for all the intermediate 

species adsorbed on the semiconductor surface assuming Langmuir adsorption isotherm. These 

equations form a set of coupled nonlinear ordinary differential equations as listed in eq. 14 - 

17. 

𝜃̇𝑂𝐻 = 𝐾𝑓1𝑥𝑂𝐻 𝜃𝑎𝑑 − 𝐾𝑏1𝜃𝑂𝐻 − 𝐾𝑓2𝜃𝑂𝐻𝑥𝑂𝐻 + 𝐾𝑏2𝜃𝑂𝑥𝐻2𝑂  (14) 

𝜃̇𝑂 = 𝐾𝑓2𝑥𝑂𝐻  𝜃𝑂𝐻 − 𝐾𝑏2𝜃𝑂𝑥𝐻2𝑂 − 𝐾𝑓3𝜃𝑂𝑥𝑂𝐻 + 𝐾𝑏3𝜃𝑂𝑂𝐻 (15) 

𝜃̇𝑂𝑂𝐻 = 𝐾𝑓3𝜃𝑂𝑥𝑂𝐻 − 𝐾𝑏3𝜃𝑂𝑂𝐻 − 𝐾𝑓4𝜃𝑂𝑂𝐻𝑥𝑂𝐻 + 𝐾𝑏4𝜃𝑂2
𝑥𝐻2𝑂  (16) 

𝜃̇𝑂2
= 𝐾𝑓4𝜃𝑂𝑂𝐻𝑥𝑂𝐻 − 𝐾𝑏4𝜃𝑂2

𝑥𝐻2𝑂 − 𝐾𝑓5𝜃𝑂2
 (17) 

𝜃𝑎𝑑 = 1 − 𝜃𝑂𝐻 − 𝜃𝑂 − 𝜃𝑂𝑂𝐻 − 𝜃𝑂2
 (18) 

where 𝜃𝑎𝑑  is a dimensionless quantity representing the fraction of free adsorption sites. The 

value of 𝜃𝑎𝑑  ranges between 0 and 1. All other θi are the fractional coverages of intermediate 

species i, where i represents OH, O, OOH, and O2. The terms 𝑥𝑂𝐻 and 𝑥𝐻2𝑂
 are the mole 

fractions of hydroxyl ions and water in the bulk electrolyte, respectively. In eq. 14 – 17, 𝐾𝑓𝑖 and 

𝐾𝑏𝑖 are defined as 
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  𝐾𝑓𝑖 = 𝑘𝑓𝑖
̅̅ ̅̅ 𝑝𝑠 (19) 

𝐾𝑏𝑖 = 𝑘𝑏𝑖
̅̅ ̅̅ 𝑁𝑣 (20) 

The concentration is defined as the number of intermediate species adsorbed per site which, 

by eq. 3 - 6, relates to the number of holes transferred. Thus, the model uses fractional 

concentration of species per unit site. However, the current density is the collective hole transfer 

rate from the multi-step reactions at each site on the surface. Thus, the number of adsorption 

sites (𝑁0) available at the electrode surface is necessary for the calculation of the total current 

density. The current balance equations in eq. 11 - 12 become 

𝑗𝑓 =  𝑒𝑁0(𝐾𝑓1𝜃𝑎𝑑 + 𝐾𝑓2𝜃𝑂𝐻 + 𝐾𝑓3𝜃𝑂 + 𝐾𝑓4𝜃𝑂𝑂𝐻)𝑥𝑂𝐻 (21) 

 𝑗𝑏 = 𝑒𝑁0(𝐾𝑏1𝜃𝑂𝐻 + 𝐾𝑏2𝜃𝑂𝑥𝐻2𝑂 + 𝐾𝑏3𝜃𝑂𝑂𝐻 + 𝐾𝑏4𝜃𝑂2
𝑥𝐻2𝑂 )  (22) 

𝑗 = 𝑗𝑓 − 𝑗𝑏 (23) 

where 𝑗 [A cm-2] is the total current density and 𝑁0 is the density of adsorption sites at the 

semiconductor surface [cm-3]. The rate equations and charge balance relations are then modeled 

in a state-space form.  

2.4 State-space model 

The rate equations and charge balance relations can be formulated in a general nonlinear state-

space model, which results in 64 65 

𝑑Θ(𝑡)

𝑑𝑡
= 𝑓(Θ(𝑡), 𝑢(𝑡)) 

(24) 

𝑱(𝑡) = 𝑔(Θ(𝑡), 𝑢(𝑡)) (25) 
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Here, eq. 24 is called the state equation and eq. 25 the output equation. In these equations, Θ 

represents the set of state variables, u is the input variable and 𝑱(𝑡) is the output vector. Together 

eq. 24 and eq. 25 form the general form of a state-space model. Comparing this general form to 

the mass and charge balance equations (eq. 14 - 18 and eq. 21 - 23), it can be seen that this set 

of equations forms a state-space model.  

The fractional concentrations of intermediate species, 𝜃𝑂𝐻,  𝜃𝑂 , 𝜃𝑂𝑂𝐻, 𝑎𝑛𝑑 𝜃𝑂2
 are the state 

variables (Θ) and the current density 𝑗 is the output (𝑱). The concentration of adsorbed species 

and current density vary with applied potential 𝑢, which is the input variable in this system. The 

resulting model is a single input (applied voltage) - single output (current density) model with 

four state variables (concentrations of four intermediate species). The state-space model is 

implemented using MATLAB/Simulink66 and the resulting model is a nonlinear state-space 

model. It is nonlinear because the carrier density at the surface varies exponentially with applied 

potential. The set of equations are solved along with the site conservations constraint given in 

eq. 18. From the solution, the coverage of different intermediate species can be calculated for 

any applied potential.  

2.5 Linearization of state space model and impedance calculation 

The state-space model can be used to simulate impedance spectra at different potentials similar 

to experiments. In order to calculate the impedance, the model has to be linearized around the 

chosen operating point.64 The reaction rates in the model are written in the expanded form using 

eq. 13, 19 and 20. The input variable, state variables and output are defined as 

𝑢 = 𝑢𝑒𝑞 + 𝑢̃ (26) 

Θ = Θ𝑒𝑞 + Θ̃ (27) 
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𝑱 = 𝑱𝒆𝒒 + 𝑱̃ (28) 

Here, 𝑢𝑒𝑞 represents any equilibrium potential, Θ𝑒𝑞 represents the state variables at this 

potential, and 𝑱𝒆𝒒 represents the corresponding output. The added terms, 𝑢̃, Θ̃ and 𝑱̃ represent 

the perturbation of the respective variables around equilibrium. The perturbation of state 

variable Θ̃ is a vector given by 

Θ̃ = [𝜃̃𝑂𝐻    𝜃̃𝑂   𝜃̃𝑂𝑂𝐻   𝜃̃𝑂2
]
𝑇
 (29) 

The linearization is calculated using a Taylor series expansion of eq. 24 and eq. 25 which is 

truncated after the first order derivatives. Thus, assuming 𝑢̃ and corresponding responses Θ̃ and 

𝑱̃ to be small, the linearized model around the equilibrium point is obtained as 

𝑑Θ̃

𝑑𝑡
= 𝐴Θ̃ + 𝐵𝑢̃ 

(30) 

𝑱̃ = 𝐶Θ̃ + 𝐷𝑢̃ (31) 

where, 

𝐴 =
𝜕𝑓

𝜕Θ
|
𝑢𝑒𝑞,Θ𝑒𝑞

  𝐵 =
𝜕𝑓

𝜕𝑢
|
𝑢𝑒𝑞,Θ𝑒𝑞

  

 

𝐶 =  
𝜕𝑔

𝜕Θ
|
𝑢𝑒𝑞,Θ𝑒𝑞

    𝐷 =  
𝜕𝑔

𝜕𝑢
|
𝑢𝑒𝑞,Θ𝑒𝑞

 

 (32) 

The expressions for 𝐴, 𝐵, 𝐶 and 𝐷 are listed in Table. 1. In order to simplify these expressions, 

we define the term 

  𝑈𝑒𝑞 = 𝑝𝑠
0 𝑒𝑥𝑝 (

𝑢𝑒𝑞

𝑘𝐵𝑇
) (33) 
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 For calculating the impedance spectra, an input-output relation in the frequency domain has 

to be derived. This is done by applying Laplace transform (ℒ) on eq. 30 and eq. 31 and solving 

the resulting equations to get a relation between output and input variable given by48 

𝑱̃(𝑠)

𝑢̃(𝑠)
= 𝐻(𝑠) = 𝐶(𝑠𝐼 − 𝐴)−1𝐵 + 𝐷 (34) 

where 𝑠 represents the Laplace variable. 𝐻(𝑠) is measurable only on the imaginary axis. Hence, 

we consider 𝑠 = 𝑖𝜔, where 𝑖 = √−1 and 𝜔 is the frequency of perturbation on the input 

variable.67 𝑱̃(𝑠) and 𝑢̃(𝑠) represent the Laplace transform of output and input variable, 

respectively. 𝐻(𝑠) is called the transfer function matrix and in this case it represents admittance 

Table 1. Expressions for matrix coefficients from linearization in terms of intermediate 

reaction rates.  

𝐴 =

[
 
 
 
 
−𝑈𝑒𝑞(𝑘𝑓1

̅̅ ̅̅ + 𝑘𝑓2
̅̅ ̅̅ )𝑥𝑂𝐻 − 𝑁𝑣𝑘𝑏1

̅̅ ̅̅̅ 𝑁𝑣𝑘𝑏2
̅̅ ̅̅̅ 𝑥𝐻2𝑂 − 𝑈𝑒𝑞𝑘𝑓1

̅̅ ̅̅  𝑥𝑂𝐻 −𝑈𝑒𝑞𝑘𝑓1
̅̅ ̅̅ 𝑥𝑂𝐻 −𝑈𝑒𝑞𝑘𝑓1

̅̅ ̅̅ 𝑥𝑂𝐻

𝑈𝑒𝑞𝑘𝑓2
̅̅ ̅̅ 𝑥𝑂𝐻 −𝑁𝑣𝑘𝑏2

̅̅ ̅̅̅ 𝑥𝐻2𝑂 − 𝑈𝑒𝑞𝑘𝑓3
̅̅ ̅̅ 𝑥𝑂𝐻 𝑁𝑣𝑘𝑏3

̅̅ ̅̅̅ 0

0 𝑈𝑒𝑞𝑘𝑓3
̅̅ ̅̅ 𝑥𝑂𝐻 −𝑁𝑣𝑘𝑏3

̅̅ ̅̅̅ − 𝑈𝑒𝑞𝑘𝑓4
̅̅ ̅̅ 𝑥𝑂𝐻 𝑁𝑣𝑘𝑏4

̅̅ ̅̅̅ 𝑥𝐻2𝑂

0 0 𝑈𝑒𝑞𝑘𝑓4
̅̅ ̅̅ 𝑥𝑂𝐻 −𝐾𝑓5 − 𝑁𝑣𝑘𝑏4

̅̅ ̅̅̅𝑥𝐻2𝑂]
 
 
 
 

 

 

 

𝐵 =
𝑈𝑒𝑞

𝑘𝐵𝑇
 

[
 
 
 
 
(𝑘𝑓1
̅̅ ̅̅ 𝑥𝑂𝐻𝜃𝑠

𝑒𝑞
− 𝑘𝑓2

̅̅ ̅̅ 𝑥𝑂𝐻𝜃𝑂𝐻
𝑒𝑞

 )

(𝑘𝑓2
̅̅ ̅̅ 𝑥𝑂𝐻𝜃𝑂𝐻

𝑒𝑞
− 𝑘𝑓3

̅̅ ̅̅ 𝑥𝑂𝐻𝜃𝑂
𝑒𝑞

)

( 𝑘𝑓3
̅̅ ̅̅ 𝑥𝑂𝐻𝜃𝑂

𝑒𝑞
− 𝑘𝑓4

̅̅ ̅̅ 𝑥𝑂𝐻𝜃𝑂𝑂𝐻
𝑒𝑞

)

(𝑘𝑓4
̅̅ ̅̅ 𝑥𝑂𝐻𝜃𝑂𝑂𝐻

𝑒𝑞
) ]

 
 
 
 
𝑇

          

 

𝐶 = 𝑁0 𝑞𝑒

[
 
 
 
 

−𝑘𝑏1
̅̅ ̅̅̅𝑁𝑣 + (−𝑘𝑓1

̅̅ ̅̅ + 𝑘𝑓2
̅̅ ̅̅ )𝑈𝑒𝑞𝑥𝑂𝐻

−𝑘𝑏2
̅̅ ̅̅̅𝑥𝐻2𝑂𝑁𝑣 + (−𝑘𝑓1

̅̅ ̅̅ + 𝑘𝑓3
̅̅ ̅̅ )𝑈𝑒𝑞𝑥𝑂𝐻

−𝑘𝑏3
̅̅ ̅̅̅𝑁𝑣 + (−𝑘𝑓1

̅̅ ̅̅ + 𝑘𝑓4
̅̅ ̅̅ ) 𝑈𝑒𝑞 𝑥𝑂𝐻

−𝑘𝑏4
̅̅ ̅̅̅𝑥𝐻2𝑂𝑁𝑣 − 𝑘𝑓1

̅̅ ̅̅ 𝑈𝑒𝑞𝑥𝑂𝐻 ]
 
 
 
 
𝑇

 

 

        𝐷 =  
𝑈𝑒𝑞𝑁0𝑞𝑒𝑥𝑂𝐻

𝑘𝐵𝑇
[𝑘𝑓1
̅̅ ̅̅ 𝜃𝑠

𝑒𝑞
+ 𝑘𝑓2

̅̅ ̅̅ 𝜃𝑂𝐻
𝑒𝑞

+ 𝑘𝑓3
̅̅ ̅̅ 𝜃𝑂

𝑒𝑞
+ 𝑘𝑓4

̅̅ ̅̅ 𝜃𝑂𝑂𝐻
𝑒𝑞

] 
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𝑌(s) of the system. The impedance 𝑍(𝑠) is defined as the reciprocal of admittance 𝑌(s) given 

by  

 𝑍(𝑠) = 𝑌(𝑠)−1 = 𝐻(𝑠)−1 (35) 

This expression allows generating impedance spectra directly from electrochemical equations 

which is a novelty for PEC interfaces and electrochemical interfaces in general.  

3. Case study: Hematite (Fe2O3) – water interface 

In this section, we demonstrate the implementation of the developed model for hematite 

(Fe2O3)-water interface. Hematite is a widely studied photoanode material because of its 

abundance, low cost, and non-toxicity.6,68,69 Hematite is stable over a wide pH-range and has a 

suitable band gap (2.1 eV) for water oxidation under visible light.70,71 Theoretically, PEC cells 

made with hematite photoanodes can reach an efficiency of 15%,68 which along with the above 

mentioned factors make hematite a suitable material for PEC anodes. However, under 

experimental conditions, hematite shows lower efficiency compared to the theoretical 

predictions, most likely due to sluggish reaction kinetics at the hematite-water interface and due 

to the short hole diffusion length (2-4 nm).6 It is therefore of utmost interest to understand the 

limitations at the (Fe2O3)-water interface. The implementation of the hematite-water interface 

in this chapter is done by substituting hematite-specific parameters into the model that was 

developed in chapter 2. The hematite (110) surface is used in this study, since this surface has 

been observed to be the most active surface according to both theoretical14 and experimental 

studies.72  

In experimental studies, measurements are done in both dark and illuminated conditions.73,74 

The OER mechanism remains the same irrespective of whether the reactions are taking place 

under illumination or in the dark. Regarding the kinetics at the interface, mainly the number of 

electron-hole pairs increase during illumination. Hence, the model itself does not change and 
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can be used for simulation of electrochemical data under illumination and in dark conditions. 

However, for simulating EIS under illumination the effects of light on the semiconductor bulk 

also has to be taken into account. This needs further analysis and is therefore planned for the 

future.  

3.1 Input parameters 

There are different material dependent and system dependent parameters needed for the 

calculation of the reaction rates. The parameters used in the model are listed in Table. 2.  

 

The concentration of 𝑂𝐻− ions in the electrolyte solution is calculated from the pH-value of 

13.8 that is used in experiments. In order to investigate the reaction kinetics and to calculate the 

Table 2. Description of parameters used in the model with values used for simulating 

hematite-water interface. 

Parameter Description Value 

𝑘𝑣,𝑚𝑎𝑥 Rate constant pre-exponential factor for valence band 

hole transfer 

10-16 cm4s -1 75 

𝑁𝑣 Density of energy states at the upper edge of the valence 

band 

1022 cm-3 76 

𝜆 Solvent reorganization energy 1 eV 46,77  

𝐸𝑣 Upper edge of valence band vs NHE 2.4 V 68 

𝐸𝐹,𝑟𝑒𝑑𝑜𝑥
0  Redox potential of the species involved from DFT calculation 

𝑢 Applied potential 0 - 1.8 V vs RHE 

𝑁0 Number of adsorption sites calculated for hematite (110) 

surface 

2.43x 1015 cm-3  

pH pH of the solution  13.8 

𝑇 Temperature 298 K 

𝐾𝑓5 Rate of desorption 108 s-1 49 
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redox potential for each intermediate (eq. 10), we use the Gibbs free energies calculated by 

Zhang et al.14 on Fe2O3 (110) surface (Table 3). These DFT calculations were done for the solid-

gas interface and do not consider the solid-liquid interface present in the experiments. In 

addition, the Gibbs free energies from DFT are calculated for the case of zero bias potential at 

the surface. For any applied bias at the interface, a correction has to be made by subtracting the 

bias potential value from the DFT calculated value.13 At the electrode-electrolyte interface, 

there is a bias due to potential drop across the Helmholtz layer.78 Thus, to accommodate this, 

the value of the Helmholtz potential is subtracted from the free energy values in Table 3 in the 

model.  

Table 3. DFT calculated Gibbs free energies for reaction intermediates in OER steps on Fe2O3 

(110) surface used for calculating reaction rates.14  

OER Step ΔG (eV) 

OH adsorption 1.461 

O adsorption 2.011 

OOH adsorption 1.204 

O2 adsorption 0.239 

Note that the reaction rates do not change with pH, since the band positions and redox 

potentials shift to the same extent with change in pH.2 The number of adsorption sites (𝑁0) is 

obtained from the geometry of hematite (110) surface used for DFT analysis. This is done by 

calculating the number of atoms present per unit area of the optimized hematite surface. We 

consider all the atoms on the Fe2O3 surface to act as adsorption sites for reaction intermediates. 

Experimental electrodes usually do not have a flat surface. Due to surface roughness, the density 

of adsorption sites per unit geometric area of the electrode is larger than that of the flat surface. 

In order to accommodate the surface roughness in the simulations, the density of active sites on 

the surface (𝑁0) calculated from flat surface is multiplied by a constant factor. A multiplication 

factor of 5 is used for the simulations in this case study. The hole density at the surface at 
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equilibrium in the dark, 𝑝𝑠
0, is calculated using carrier density equations for doped 

semiconductors.79  

3.2 Assumptions 

For this case study, we use the following assumptions: 

- All reactions are considered to take place in the dark and the reactions proceed with 

the application of an external potential.  

- Any change in applied potential falls across the electrode only and the potential drop 

across the Helmholtz layer (𝑉𝐻) remains constant.2  

- The pH of the solution and the temperature remain constant during the reaction. 

- For calculating the reaction rates, pre-exponential factor (𝑘𝑣,𝑚𝑎𝑥) and solvent 

reorganization energy (𝜆) are assumed to be same for all the steps in OER. 

DFT calculations are based on the solid-gas interface and do not consider the solid-liquid 

interface which is the real interface in experiments. 

3.3 Simulated data from the electrochemical model 

In this section, we show the calculation of current–voltage characteristics, coverage plots, 

and impedance spectra from the developed electrochemical model. 

3.3.1 Current-voltage characteristic  

A linearly varying potential u from 0 to 1.8 V is chosen as input to the model. The current 

density plot is obtained by plotting the output of the model (𝑗) against the applied potential. For 

the simulation results to be similar to the experiments, the series resistance (𝑅𝑠) associated with 

the back contact, which leads to a potential drop, needs to be considered. The potential drop 

associated with this series resistance is 𝑗. 𝑅𝑠. Hence, for an applied potential of 𝑢, the effective 
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potential available across the semiconductor-electrolyte interface will be 𝑢 − 𝑗. 𝑅𝑠. This 

potential drop is accommodated in the model and for the simulations in this study, an 𝑅𝑠 value 

of 30 Ohms is used. The calculated current density is plotted against the applied input potential 

𝑢 in Figure 2a. The plot shows an onset potential of around 1.7 V. The current density plot from 

the model qualitatively compares well with the experimental dark current measurements in 

literature.73,80 We need to note that simulation results in Figure 2a (current density and onset 

potential) depend on the reaction rates and input parameters in Table 2 which are derived from 

DFT calculations and literature. For example, if a higher surface hole density (𝑝𝑠
0) is chosen, 

the onset will take place at a lower applied potential. This trend is similar to experimental results 

under illumination, as surface hole density is higher under illumination, the onset will be at 

lower potentials. 

3.3.2 Species coverage plot 

Unlike the current-voltage characteristic, which is experimentally measurable, the coverage 

of intermediate species cannot be obtained from measurements straightforwardly. However, 

with our model we can calculate the coverage of intermediate species at the surface based on 

the theoretical reaction rates. Figure 2b shows the fractional coverage of intermediate species 

adsorbed on hematite as a function of applied potential. Up to an applied voltage of about 1.3 

V, θ is 1 which means that all adsorption sites are free. At potentials higher than 1.3 V, adsorbed 

OH increases and 𝜃 decreases. Between 1.5 V and 1.7 V, OH is the only species adsorbed at 

the surface. At potentials higher than 1.7 V all the other intermediates O, OOH, and O2 are 

formed. The adsorbed O and O2 are not visible in this plot, since the coverages are relatively 

small. This coverage plot is based on the theoretical reaction rates and the input values used in 

the model. It proves that once the model is established, trends for the surface coverages can 
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easily be calculated which delivers data which is extremely challenging to obtain 

experimentally. In particular, surface coverages can be scanned for different input values for 

the electrochemical interface and for different electrochemical models. The trends of surface 

Figure 2. (a) Current- voltage characteristic plotted using the nonlinear state-space model. The 

onset potential is around 1.7 V which is close to the experimentally observed value. The onset 

potential depends on the reaction rates and the input parameters; (b) Surface coverages of 

intermediate species adsorbed on the hematite surface as a function of applied potential. 𝜃 is 

the fractional ratio of free adsorption sites available and 𝜃𝑖 is the fractional coverage of 

intermediate species 𝑖. The concentration of species 𝑂 (𝜃𝑂) and 𝑂2 (𝜃𝑂2
) are not visible as the 

coverage is small compared to the other species; (c) Impedance spectrum calculated at 1.7 V 

from the linearized state-space model. This impedance spectrum represents the impedance 

from interface reactions at 1.7 V, according to the rates calculated using Gerischer model, for 

the frequency range of 0.8 Hz to 30 kHz. 

(a) (b) 

(c) 
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coverages as a function of applied potential give novel insight into the kinetics at the interface. 

Once the model parameters are optimized with experimental data, quantitative data can be 

obtained as well. 

3.3.3 Electrochemical Impedance Spectrum (EIS)  

Impedance spectra are calculated at different applied potentials by linearization of the model 

at the specific potentials, as explained in section 2.5. Technically, EIS can be calculated for any 

applied potential. The calculation requires corresponding equilibrium values of state variables 

at that potential, i.e. fractional coverage of intermediate species, as derived in section 2.5. For 

this, first the potential for which the impedance spectrum is calculated, is given as a constant 

input to the nonlinear model. Then, the steady state values of all the state variables in 

equilibrium at this applied potential are calculated. These equilibrium values of the state 

variables and the potential are substituted in the linearized model to calculate the impedance 

spectrum at that specific potential. A representative EIS at a potential of 1.7 V (just before the 

onset potential) is shown in Figure 2c in the frequency range of 0.8 Hz to 30 kHz. This spectrum 

represents the impedance only from charge transfer reactions at the electrode-electrolyte 

interface based on the assumed mechanism of OER (eq. 3-6). It does not consider other 

contributions, like impedance related to external circuit, semiconductor bulk, trapping/de- 

trapping resistance of hole transfer from valence band, which are part of experimental spectra. 

Hence, for the comparison of simulated impedance from the model to the experiments, other 

impedance contributions have to be added to the charge transfer impedance part; this is 

discussed in section 3.5.  

3.4 Model order reduction 

Model order reduction is a technique that allows to simplify a model based on the behavior 

of a system and the order of the transfer function of the model. We want to show in this section, 
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how model order reduction can be used to simplify the charge transfer reaction model to 

determine reaction rate constants. 

The EIS from the linearized model, as previously discussed, can be represented as a transfer 

function. This transfer function is of rational form with numerator and denominator which are 

polynomials in Laplace variable 𝑠. The highest degree of these polynomials in numerator and 

denominator depends on the number of state variables (reaction intermediates). In our current 

model, we have four state variables. This results in a rational polynomial in the denominator 

and numerator with a degree of four. Hence, we call this a fourth order transfer function. 

Figure 2b shows that at potentials below 1.7 V, adsorbed OH (𝜃𝑂𝐻) is the only intermediate 

species which is present. Hence, at these operating points, technically the fourth order transfer 

function can be approximated using a first order transfer function. In the following, an applied 

potential of 1.65 V is chosen to demonstrate model order reduction.  

The model is simplified, i.e., the order is reduced, using singular value decomposition method 

and using only the information belonging to significant singular values. This model reduction 

algorithm is available in the MATLAB control system toolbox.81 From the analysis, we found 

that at the potential of 1.65 V, the model order can be reduced to one. For comparing the fit, 

Bode plots are generated from both the nonlinear state-space model (𝑍𝑠𝑖𝑚) and the first order 

model (𝑍𝑟𝑒𝑑) (Figure 3). The relative error between the full model and the reduced order model 

is in the order of 10−3 for both magnitude (|Z|) and phase (𝜙). These low values of relative error 

indicate that the impedance from the fourth order model at this voltage can be well 

approximated using a first order transfer function at an applied potential of 1.65 V.  

The coefficients of this first order transfer function can be used for identifying the react  ion 

rates involving the OH intermediates (𝜃𝑂𝐻). However, an analytical expression of the first order 

transfer function involving these rates are necessary for the identification. In order to get this 

analytical expression, the model is linearized using 𝜃𝑂𝐻 as the only adsorbed species. This gives 
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𝐴 = −𝑈𝑒𝑞 (𝑘𝑓1
̅̅ ̅̅ + 𝑘𝑓2

̅̅ ̅̅ )𝑥𝑂𝐻 − (𝑁𝑣𝑘𝑏1
̅̅ ̅̅ ) (36) 

𝐵 =
𝑈𝑒𝑞

𝑘𝐵𝑇
(−𝑘𝑓2

̅̅ ̅̅ 𝑥𝑂𝐻θOH
𝑒𝑞  + 𝑘𝑓1

̅̅ ̅̅ 𝑥𝑂𝐻(1 −  𝜃𝑂𝐻
𝑒𝑞 )) (37) 

𝐶 = 𝑁0𝑞𝑒(−𝑘𝑏1
̅̅ ̅̅ 𝑁𝑣 + (−𝑘𝑓1

̅̅ ̅̅ + 𝑘𝑓2
̅̅ ̅̅ )𝑈𝑒𝑞𝑥𝑂𝐻) (38) 

𝐷 =
𝑈𝑒𝑞𝑁0𝑞𝑒𝑥𝑂𝐻

𝑘𝐵𝑇
(𝑘𝑓1
̅̅ ̅̅ (1 − θOH

𝑒𝑞 ) + 𝑘𝑓2
̅̅ ̅̅ θOH

𝑒𝑞 ) (39) 

 

The impedance of this system can then be expressed as a transfer function using eq. 34 - 35 

and is obtained as  

𝑍𝑟𝑒𝑑(𝑠) =
𝑎𝑠 + 𝑏

𝑐𝑠 + 𝑑
 

(40) 

where 

𝑎 =
𝑈𝑒𝑞𝑁0𝑞𝑒

𝑘𝐵𝑇
 ((1 − 𝜃𝑂𝐻

𝑒𝑞 ) 𝑥𝑂𝐻 𝑘𝑓1
̅̅ ̅̅  +  𝜃𝑂𝐻

𝑒𝑞  𝑥𝑂𝐻 𝑘𝑓2
̅̅ ̅̅ ) 

(41) 

𝑏 =
2𝑈𝑒𝑞𝑁0 𝑞𝑒 𝑥𝑂𝐻

𝑘𝐵𝑇
 (𝑈𝑒𝑞𝑥𝑂𝐻 (( 𝜃𝑂𝐻

𝑒𝑞 − 1)(𝑘𝑓1
̅̅ ̅̅  )

2
− 𝜃𝑂𝐻

𝑒𝑞 (𝑘𝑓2
̅̅ ̅̅ )

2
) −

𝑁𝑣(1 − 𝜃𝑂𝐻
𝑒𝑞 )𝑘𝑓1

̅̅ ̅̅  𝑘𝑏1
̅̅ ̅̅ )  

(42) 

𝑐 = 1 (43) 

𝑑 = (𝑈𝑒𝑞𝑥𝑂𝐻( 𝑘𝑓1
̅̅ ̅̅ +  𝑘𝑓2

̅̅ ̅̅ ) + 𝑁𝑣 𝑘𝑏1
̅̅ ̅̅ ) 

 

(44) 

Figure 3. Bode plot at an applied potential of 1.65 V from first order approximate transfer 

function (reduced model) compared against the fourth order transfer function (full model). The 

relative errors are in the order of 10-3 for both magnitude and phase. 
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Thus, a first order transfer function (𝑍𝑟𝑒𝑑) is obtained for impedance at applied potential of 

1.65 V, which consists of only three reaction rates 𝑘𝑓1
̅̅ ̅̅ , 𝑘𝑓2

̅̅ ̅̅  and 𝑘𝑏1
̅̅ ̅̅  (eq. 40 - 44). By fitting this 

transfer function to experimental data at the same applied potential, the intrinsic reaction rates 

𝑘𝑓1
̅̅ ̅̅  , 𝑘𝑓2

̅̅ ̅̅  and 𝑘𝑏1
̅̅ ̅̅  can be identified directly from experimental measurements. For doing so, the 

fitting can be formulated as an optimization problem in which the reaction rates are varied until 

the simulated data matches the experimental data. The theoretically derived reaction rates from 

the DFT calculations and the Gerischer model can serve as starting values for this optimization. 

This fitting of the transfer function (eq. 40 - 44) in the complex plane is beyond the scope of 

this paper. 

Model order reduction is advantageous when it comes to identification of rate constants 

because a transfer function of lower order has fewer rate constants and is therefore easier to 

identify. Furthermore, a parallel RC loop in an equivalent circuit also has a first order transfer 

function. Our analysis shows that the first order model gives a good fit at low potentials. This 

result validates the use of an RC parallel loop to represent charge transfer impedance at low 

potentials (1.2 - 1.7 V in this case). At higher potentials the order of transfer function is higher 

because of multiple intermediates and a single RC loop is insufficient at such potentials to 

represent the charge transfer impedance.  

3.5 Simulation of extended EIS and comparison to experiment 

As mentioned before, the experimentally measured EIS represents not only the charge 

transfer reactions at the interface, but additional contributions. Hence, in order to simulate an 

EIS similar to experiments, these other contributions also have to be included. In principle, 

these impedance contributions can be added to the nonlinear state-space approach as physical 

and chemical models. A stitching algorithm was recently suggested by Weddle et al.82 for the 
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case of Li ion batteries. In the current study, we use a simple equivalent circuit model to include 

additional contributions (Figure 4).  

The literature suggest different equivalent models for hematite.83,84 The common part in these 

models is the series resistance 𝑅𝑆, and a bulk capacitance, 𝐶𝑏𝑢𝑙𝑘, in parallel with the impedance 

from the electrochemical interface. The interface impedance is generally represented by one or 

more R-RC loops either in series or parallel, attributed to different processes taking place at the 

interface. We replace these equivalent circuit elements with the impedance calculated from the 

linearized model (section 3.3.2) and call it 𝑍𝑠𝑖𝑚. To compare simulated EIS to experimental 

EIS, 𝑅𝑠 = 30 Ω and 𝐶𝑏𝑢𝑙𝑘 = 3 𝜇𝐹 are used, which are in agreement with values from the 

literature.3,80 Both 𝑅𝑠 and 𝐶𝑏𝑢𝑙𝑘 are kept constant in the chosen applied potential range. 

 The EIS calculated using this model is shown in Figure 5. A potential range of 1.5 – 1.7 V 

and a frequency range of 0.1 Hz to 30 kHz are chosen. Experimental EIS for the same potentials 

and frequency range are also plotted. Experimental EIS was performed using a 3 electrode set-

up with a Pt wire counter electrode and a Ag/AgCl reference electrode in a 1 M NaOH 

electrolyte solution as described in Sinha et al.85 The measurements were carried out in a 

frequency range of 0.05 Hz to 300 KHz using a Biologic SP-150 potentiostat. The magnitude 

Figure 4 Equivalent circuit model of the hematite-water interface with impedance from the 

state-space model represented as 𝑍𝑠𝑖𝑚. 𝑅𝑆 represents the series resistance and 𝐶𝑏𝑢𝑙𝑘 

represents the bulk capacitance. 
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of the modulation signal applied to the potential was 10 mV. The potential at which the EIS 

scans were performed was increased step-wise by 23 mV between 1 V and 1.7 V versus RHE. 

The Nyquist representation of both simulated and experimental EIS are shown in Figure 5a. 

It can be seen that the model calculates the impedance arcs and features similar to the 

experiments. In order to get a clear comparison of the frequency response, Bode plot of the 

same data are shown in Figure 5b. It is seen that the magnitudes of impedance and its variation 

over different potentials  (blue curves) and frequency are captured well by the model. Likewise, 

in the phase plot (red curves), the frequencies corresponding to the position of the peaks from 

the simulated plots are in good agreement with the corresponding experimental curves. The 

only minor difference observed between the experimental and simulated data is the depressed 

Figure 5. (a) Nyquist plots of impedance spectra from the simulation at potentials 1.5 V, 1.6 V 

and 1.7 V compared against experimental EIS at same potentials. (b) Comparison between Bode 

representations of the same data showing the variation of absolute value of impedance and phase 

angle against frequency of perturbation between 0.1 Hz and 30 kHz.  

 

 

b) Experiment Simulation 

Experiment Simulation a) 
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semi-circles in the experimental Nyquist plot and the concomitant spread of the curve in the 

Bode phase plot due to the electrochemical heterogeneity of the measured hematite surface86 as 

compared to the ideal (110) surface assumed in the model. Since the added RC component 

values are kept constant, all the variations in the simulated plots at different potentials are due 

to the impedance from the electrochemical model (𝑍𝑠𝑖𝑚).  

The fact that the model can calculate impedance spectra similar to experiment, with the 

applied voltage as the only variable input, is remarkable. It implies that the electrochemical 

interface data at any operating potential can be simulated with the model. Such a continuous 

nonlinear description of an electrochemical system cannot be achieved by using traditional 

equivalent circuit analysis, as it defines the system at discrete operating potentials. Thus the 

developed nonlinear state-space approach in this study captures the actual chemistry and gives 

a continuous non-linear description of the system which is a milestone in the analysis of 

electrochemical data. 

4. Summary and Outlook 

We have developed a new approach to calculate electrochemical data directly from multistep 

reactions. The feasibility of the method is proven with a case study on a typical interface in a 

photo-electrochemical cell, the α-Fe2O3 - electrolyte interface. Using the developed state-space 

model, the current–voltage characteristics and electrochemical impedance spectra were 

simulated. These two are also the main plots which are experimentally measured in order to 

investigate such interfaces. The advantage of this approach is that 1) the electrochemical data 

is fully simulated from an electrochemical model (no equivalent circuits, no experimental 

input); 2) the data can be directly related to the underlying electrochemistry as it is simulated 

from an electrochemical model; 3) the model can simulate the coverage of OER intermediates 

at the surface sites at different operating potentials; this data is extremely challenging to obtain 
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experimentally.; 4) the model is modular, such that other chemical and physical processes like 

diffusion and illumination, can be added as well. Due to the generic nature of our approach, it 

can be applied on different materials straightforwardly. Also, the impact of different reaction 

mechanisms and parameters for different materials can be studied quickly and easily.  

As an outlook, we propose to integrate simulations and experiments for identifying reaction 

rates. To do this, our model which currently considers only charge transfer reactions, needs to 

be extended to represent the entire electrochemical interface. A first step towards this is already 

explained in section 3.5 where the developed state-space model is added as a circuit component 

in a typical equivalent circuit model of an electrochemical interface in water splitting. These 

equivalent circuit elements need to be replaced by physical and chemical models which are 

integrated into the state-space model. Possibly, additional contributions to the electrochemical 

interface are required as well. In a second step, the entire model can be optimized for the 

reaction rates by fitting to experimental data. The theoretical reaction rates, currently calculated 

by DFT and Gerischer model, serve as best starting values for the optimization. The reaction 

rates which are obtained after this optimization will be more realistic than the theoretical 

derived ones as they are derived from a real system (optimization with experimental data from 

solid-liquid interface). Thus, the reaction rates for intermediate reactions can be derived by 

using this method. This will facilitate the identification of rate limiting processes at 

semiconductor-electrolyte interfaces in a new manner and unprecedentedly close to real 

systems under operation.  
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